
!"#$%""&'($)*+&'($'"#$,-."*-$/'"0&'01$2."3141"-1
5&(6$!7+8$9$!!"#:$!;;<
='"$>*10.:$2'(*3.4"*'

=?'-1$'"#$@'A'($B'43'41$=6+81C+$21"814:$D'-*3*-



Keynote Speakers

David Gray
CEO & Founder

XPLANE

Visual literacy: Toward a visual alphabet

Humans learn language in both natural and formal ways. In natural 

languages such as English, children learn to speak without formal 

instruction, while reading and writing must be methodically taught. 

In the absence of formal instruction, children typically do not learn 

to read and write.  Formal languages, such as mathematics and 

computer programming must also be taught, because they are 

based on an explicit set of rules that do not emerge naturally.  

Language teaching begins with the introduction of basic elements, 

followed by rules that are used to combine the elements into more 

complex patterns. Letters are introduced first.  Letters are then 

used to construct words, words are used to construct sentences, 

sentences are used to construct paragraphs, and so on. For 

example, instruction in English begins with the ABC book, where 

the alphabet is introduced by connecting symbols with sounds, as 

well as pictures of tangible objects. For example, A is for Apple, B 

is for Ball. After mastering the alphabet, a student moves on to 

construct words and then simple sentences. The same method is 

used to teach mathematics, which begins with the introduction of 

numbers and counting, followed by basic equations like 2+2=4, 

after which more complex patterns can be considered. This phased 

approach to learning allows students to grasp the most basic 

concepts and structures before combining them into complex 

patterns. Visual language, if it is a language, has no shared 

framework for formal instruction. A visual alphabet, vocabulary 

and grammar have yet to be defined and standardized.  If literacy is 

defined as the ability to read and write a language, then a visually 

literate society requires a shared visual alphabet and grammar. In 

this talk, a visual alphabet and some basic rules of construction are 

proposed. The concepts are a synthesis of academic writings on 

visual language and observations of how visual language functions 

naturally in human interaction. 
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Alan Stillman

CEO & Founder
Kwikpoint

Practical Applications of Visual Language

Experiences from the field in applying Kwikpoint visual language 

translators to real-world problems in military operations. 

Neil Cohn

Psychology PhD 
Candidate,

Tufts University

What is "Visual Language"

Many theories describing "visual language" have been emerging 

from diverse fields including computer science, communications, 

and design. However, often these approaches rely on metaphoric or 

folk notions of "language" without delving deeper into what 

language actually consists of, especially on a cognitive level. This 

talk will present Visual Language Theory from the view of 

linguistics and cognitive science to discuss what "language" 

entails, and thereby exploring just what it means to have a literal 

theory of a graphic modality of language. The result will be a view 

of graphic communication and the capacity for drawing that is 

embedded alongside other mental capacities and divorced from 

socio-cultural labels that stymie its recognition.
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Conference Background 

In the fall of 2006 SPAWAR Systems Center began a new program to assess and augment tactical 

and humanitarian communications capabilities using visual & iconic language.  The US DoD, 

NATO, Department of Homeland Security, and many others have each separately devoted 

substantial effort to the creation of standard warfighting, hazard, and security symbols and 

glyphs for use within operations visualization systems (such as the Standard Warfighting 

Symbology, MIL STD 2525).  These standard symbols are used to represent various unit and 

hazard types, attributes, and states within common operational picture displays.  The symbols 

within these standards are, however, often ill-suited to efficient and clear communication in a 

tactical setting.  They appear sufficient for many mapping systems, providing detailed 

information within the context of a terrain or battlefield, but are generally not easily used as 

communicable entities or sequences within messages which may be primarily textual.  This and 

other issues produce a communications lapse between individuals which may or may not have 

access to the same view of the battlespace or humanitarian operation.

Our primary research goal is to utilize visual language (to include gesture and sign) to produce 

integrative, multi-modal technologies to address communications shortfalls latent within modern 

communications techniques in use by the DoD and others, including; email, chat, text- 

messaging, DMS, web-based (e.g. wiki, blog, etc), video, audio, and even direct line-of-sight 

communications.  Scientific methods for the creation and assessment of visual languages and 

visual communication strategies are of particular interest to us, including approaches in 

computational linguistics, cognitive science, and theory developed from the study of the 

historical evolution of language both natural and constructed. 

Overall, the VAIL conference is intended to foster an open forum, allowing visual language 

researchers to gather with other experts and share research findings and hold open discussions.  

We had a very successful first year and expect the conference and community to grow during the 

next several years. 

Within the context of the VaIL conference it is intended for the term 'visual language' to refer to 

all  visual perceptual communication techniques, including, but not limited to: representational 

and non-representational glyphs and icons, graphic design, signed language, gesture, acronyms, 

and visual aspects of all written language (ideographic, pictographic, syllabaries, or alphabets.) 
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Abstract - The Mayan languages have been spoken 

for over 5,000 years. The language structure, syntax, 

and semantics of Mayan languages are rich and 

varied. This paper describes how to apply some 

principles of the Maya Hieroglyphic language to 

interactive command-and-control displays in 

decision-support system. It also suggests some 

preliminary elements of a tactical-assessment 

language where message components, including 

input transmitted from hand gestures, can be 

expressed as icons and integrated into tactical chat 

for situation-assessment reports. A large part of the 

Mayan language is expressed in terms of facial 

glyphs; faces are part of any human experience, 

regardless of culture. This suggests that a 

relationship between facial depictions and fine 

structure in glyphs and affixes may be easier for 

users to remember than a randomly or even a 

sequentially ordered array of glyphs and affixes. The 

paper concludes with directions for future research. 

 

Keywords- Iconic language, glyph, Maya language, 

Maya hieroglyphics, affix, symbol, data glove, chat 

 

1. Introduction 
Military use of a Native North American language, 

or some aspect thereof, is not new. During World 

War II, Navajo native speakers, called “code talkers,” 

used a code based on their language to send secure 

military messages in radio communications [10]. 

This paper reports the findings of a study of the 

structural principles of Maya hieroglyphic language 

that could be applied to military communications. 

The written Maya hieroglyphic script is logographic, 

similar to other well-known hieroglyphic scripts, but 

is augmented with a set of syllabic glyphs used to 

specify pronunciation [5], [9]. Thus, the Maya script 

is a logosyllabic system [5]. Maya hieroglyphic script 

is well organized, logical, and can be learned quickly 

[5], especially the parts of the language that pertain to 

the language structure. 

In addition to these benefits, the Maya hieroglyphic 

language is of interest because of its parallel to 

mathematical groups. The language’s use of affixes 

suggests well-defined combining operations. In any 

system, the ability to represent the system elements 

uniquely is important. The Maya language is context 

dependent, which suggests relativity and that the 

basis symbol set used is a maximal one (eigen-set). 

This sort of representation characteristic is effective 

for any arbitrary communication class. Also, the 

language’s representation style is reader-

interpretation independent, which promotes message 

clarity and uniqueness. 

Research into pictorial and iconic languages is part 

of a larger project called Tactical Situation 

Assessment Technology (TSAT). The objective of 

the TSAT program is to produce a) the next 

generation in tactical chat, b) icon-based situation 

assessment (SA) language and c) wireless gesture-

recognition and transmission gloves (called “data 

gloves”) for use in hostile and other extreme 

environments. The three main research thrusts in 

TSAT will become integrated in more advanced 

research projects of the future. The present study 

supports the development of a prototype iconic 

language for SA in command and control (C
2
). (See, 

for example, [2].) 

2. Context  
Webster [8] defines an icon as a pictorial 

representation or an image. This definition implies 

that an icon is context free, but this is too broad to be 

useful in a C
2 

environment. An icon also has been 

defined [7] as a presentational element that designates 

an object of reference and specifies its “locus” in the 

presentation context. An icon in this usage does not 

qualify or describe the entity it signifies but acts as a 

pointer [7].  

Icons are completely context dependent when used 

as arbitrary pointers.  Such icons lose all meaning if 



context is dropped. Representational icons directly or 

indirectly describe their referents; therefore, they are 

iconic to the referent. Iconic forms are often context 

sensitive, but by definition, they are information 

laden even when context is removed.  

Context-independent icons are not constrained to 

denoting objects, i.e. nouns. Other parts of speech, 

such as adjectives, can be represented efficiently 

using a grammar internal to the icon. The important 

part of the definition that is relevant to this discussion 

is the idea that the icon and its context convey 

information. 

As is the case with all languages, the context of 

complete thoughts, expressed in the form of complete 

sentences, facilitate a comprehensive understanding 

of an iconic language. Thus, a visual, iconic language 

consists of concatenated icons that form sentences [6] 

much in the same way that concatenated characters, 

syllables, and words form complete sentences in a 

phonetic language. With any language, the method of 

concatenation depends on the structure and grammar 

rules of the language. The design of a good iconic or 

symbolic language will be based on an ontology and 

knowledge representation that takes advantage of the 

two-dimensional flexibility and potentially intuitive 

nature of icons. (See, for example, [3] and [6].) The 

factors that contribute to the context of an iconic or 

pictorial language include but are not limited to, 

many of the factors that contribute to context in 

spoken, phonetic languages. 

Ideally, to simplify design, clarify 

communications, and facilitate comprehension, we 

often attempt to evolve the usage of a context-

independent grammar with respect to the design and 

use of any icon, glyph, or symbol.  This is a design 

aspect of MIL STD 2525B [4] in which the icons can 

be understood in a context-less environment but their 

relationships and importance are conveyed solely by 

their presentation context. This is sensible, as the 

nature of the battle space, its graphical depictions 

(e.g. displays designed to communicate the Common 

Operating Picture (COP)) and text written about 

specific elements or events in the battle space 

preclude any comprehensive understanding of 

elements or events surrounding them in the absence 

of context. 

Context, including information pedigree [1], is 

very important in situational assessment, threat 

assessment, and resource allocation. The 

relationships, intentions, plans, capabilities, and the 

feedback loops [11] between objects in the battle 

space are elements that constitute the context. 

Course-Of-Action (COA) generation relies on timely 

context discovery and the reduction of uncertainty 

with respect to context. 

3. Glyphs 
A glyph is a structured representation coded to 

portray relevant semantics of the associated object or 

group of objects [7]. It is basically an icon with 

modifiers that provides access to information about 

the entity denoted on its face [7]. The information 

may be data about the entity or about available 

redirection to another presentational device where 

additional information may be obtained [7]. These 

definitions of glyph relate remarkably well to the 

notion of glyph described in [4]. 

In the Mayan script, a Maya glyph block is a group 

or aggregate of symbols taken as a unit and 

occupying a cell in a grid of depicted symbols [5]. 

These grids consist of glyph blocks arranged in 

columns and rows similar to a table [5]. Maya glyph 

blocks have two or more signs and usually consist of 

a main sign or icon and associated affixes, or 

modifiers of the main sign [5]. Sometimes a glyph 

block can consist of two main signs. Maya icons are 

distinguished by their size and position within the 

glyph block. However, in some cases main signs also 

can serve as modifiers, indicating that size is not the 

only determinant of a sign’s function, whereas affixes 

also can act as syllables and pronunciation clues [5]. 

The main sign represents a whole word (as opposed 

to a part of a word, such as a letter of a syllable) and 

the glyph block forms the main aggregate in the 

Maya writing system [5]. It can be conceptualized as 

words in a sentence [5]. Here, as in C
2
, use depends 

on context because the meaning of many glyphs 

forms the context in which any single glyph must be 

understood. 

4. Affixes 
 

 

 

 

 

 

 

 

 

 

 
Figure 1. Glyph as a) main sign, or as extraglyphic 

b) prefix, c) superfix, d) postfix, e) subfix, and 

intraglyphic f) infix. 

 

Affixes consist of infixes, prefixes, superfixes, 

postfixes and subfixes [5] depending on where in the 

glyph block they occur. Prefixes, superfixes, 

postfixes and subfixes can be intraghyphic or 

extraglyphic depending on how the display context is 
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defined. Figure 1 depicts how an icon or glyph can be 

used as either a main sign or an affix. Infixes, as the 

name implies, are always intraglyphic. (See, for 

example, [5]). Affixes can be used as main signs, 

words, syllabic elements, phonetic complements, and 

semantic determinatives [4]. 

 

5. Applications  
5.1 Interactive displays in decision-support 

systems 
 

The MIL STD 2525B [3] symbology was designed 

for use with geographical maps [5].  MIL STD 2525B 

symbology is limited to coarse-grained depiction of 

single elements with limited semantics, detail, and 

granularity [5].  The use of affixes based on the Maya 

system can enhance and refine the semantics and 

granularity of MIL STD 2525B without significantly 

increasing the complexity of the symbols. How to do 

this in an intuitive way that requires minimal training 

with respect to operator comprehension remains an 

open research question. 

We need to depict various kinds and levels of 

uncertainty in glyphs and icons that report states of 

the battle space [7]. The Maya-glyph structure and 

position of affixes (e.g. infixes, prefixes, superfixes, 

postfixes and subfixes [5] as depicted in Figure 1) 

provide an efficient model for future military-glyph 

design.  

One possible application is that affixes could be 

used to construct and utilize knowledge glyphs [7], 

which enable the user to access from the glyph, 

extraglyphic information that pertains to the entity 

that the glyph represents. Knowledge glyphs should 

be internally coherent, referentially comprehensive 

and explicitly linked to visual interface elements most 

important to a commander in selecting a COA [7]. 

For example, if a MIL STD 2525B symbol 

representing a surface ship were augmented with 

affixes, each affix could be assigned a different data 

set that points to amplifying information about the 

ship. The assignment of data sets to various positions 

in the “glyph block” could be systematized and 

standardized so that the user would know which affix 

to select to display a particular data set.  

The user could select a data set by clicking on the 

affix and the pop-up window could display the data 

on the screen, or on the original display. Thus, an 

array of affixes and a main-sign glyph could be used 

to denote and to facilitate access to the merged 

context of multiple-characteristic data sets, thus 

providing much more fine structure than the nature of 

the glyph or symbol alone would suggest. This 

application of affixes extends the work described in 

[7] by suggesting a systematic approach to the 

construction and usage of knowledge glyphs. 

To merge the concepts that the terminology in [5] 

and [7] represent, a knowledge glyph together with its 

affixes that act as pointers to knowledge or additional 

information can be termed knowledge glyph block. 

The advantage of using knowledge glyph blocks over 

the more common “drill-down” features of “point-

and-click” on a single symbol is that it enables the 

user to select specific information categories 

individually. The user does not see all the information 

available about the entity the glyph represents, just a 

smaller topic-oriented data set. Knowledge glyphs 

serve as access points or intersections for two or more 

referential contents [7]. 
 

5.2 Phonetic affixes and symbolic composition 
 

A perplexing result of modern information design 

is a dearth of phonetic information. For the most part, 

military symbology cannot be verbalized. The symbol 

must be explained using detailed descriptions instead 

of being encapsulated by a single verbalization.  This 

limits the communication media that can be used 

efficiently to communicate the idea(s) represented by 

the glyph. A common resolution to this problem is to 

use acronyms to provide a convenient pointer to the 

concept. However, an acronym, like the concept that 

it represents, often is not unambiguously 

pronounceable.  Too many of the verbal cues have 

been stripped. Many examples have been given 

consistent pronunciation (e.g. GUI or SQL, EW), but 

the correct pronunciation is still ambiguous. 

In the Maya hieroglyph script are both logograms 

and syllabograms that explicitly denote the verbal 

representation for the concept. This directly ties 

together the visual and the verbal representations 

without compromising the visual representation.  

The use of phonetic affixes could be adapted for 

military symbology to provide consistent, 

unambiguous verbalizations for iconography.  The 

verbal forms need not to rely on existing words. 

However, sharing common phonemes would assist 

both in the acquisition and use of coded verbal forms. 

As in the Maya script, the pronunciation codes could 

themselves be hieroglyphs or even pictographic [3]. 

The potential benefits in using this approach for 

tactical communications cannot be overstated. 

Modern-day acronyms are words that have been 

stripped out of their linguistic context leaving only a 

sequence of arbitrary symbols. This is essentially a 

hieroglyphic form that retains phonetic cues. 

However, due to the compactness of acronyms they 

are ambiguous across domains and social circles and 

thus context dependent. (For example, SME means 



“subject-matter expert” or “small-to-medium 

enterprise” depending on context.) 

We should learn from Mayan cultures in both 

regards for symbol-pronunciation ambiguity and rules 

for language creation. That we assign new acronyms 

so easily indicates the need to streamline 

communications by compressing long names of 

entities to which we must refer often. The frequent 

creation and use of acronyms also could indicate a 

societal need for new words without waiting for 

widespread usage and without the disadvantages of 

formality. Acronyms are essentially abbreviations. 

This likely indicates that we are too restrictive in 

our cultural and philosophical policies toward 

emergent language. And, seemingly contradictorily, 

we need to loosen our grasp on language to foster its 

evolution. Languages evolve in many ways. 

Restricting or mandating a particular language usage 

through rules can be successful only among groups 

over which a leader can exercise control. 

 Assuming such control can be exercised, in 

essence, this means providing ‘word-creation’ rules 

for the layman. For example, one such rule might be 

that acronyms must have sufficient phonetic cues. 

This could be accomplished by selecting one among 

the following multiple alternatives:  

 

a)  The traditional period, ‘.’, between characters 

can be used to indicate not only abbreviation, but 

also to indicate each character needs to be 

pronounced individually (e.g. ‘G.U.I.’, 

‘U.C.L.A’, ‘D.O.D’ )  

b)  Explicit phoneticization could be implemented 

(e.g. GooUI vs. “GUI,” SeeQueL vs. “SQL,” and 

“VerSus” vs. “vs.”) 

c)  Select names for new entities that will result in 

acronyms that can be remembered easily and 

also can be pronounced as a word without the 

necessity to add extra characters.  

Examples of c) are as follow: Light Amplification 

by Stimulated Emission of Radiation (LASER), and 

Self-Contained Breathing Apparatus (SCUBA), and 

SOund NAvigation Ranging (SONAR). Clearly, 

alternative c) is preferable to a) and b) if and when 

possible. After all, the purpose of using the acronym 

in the first place is to avoid the use of a long name. 

 

5.3 Facial depictions and fine structure in 

glyphs and affixes 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Figure 2. Four main-sign facial glyphs (a, b, d, and e) each with four infixes and a prefix (c) to (d) 

indicating the amount of metadata and the relative uncertainty of these metadata sets. 

 

Perhaps the preponderance of faces in the Maya 

visual language is not accident. Faces can provide the 

fundamental means of individual visual recognition 

in visually oriented species. Rather than memorize 

features of data sets with no spatial arrangements, it 

may be easier for a user of a glyph-oriented visual 
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language to memorize information encoded as infixes 

arranged in the form of a face. By remembering the 

general form of a face as a whole, the user also may 

be able to remember the data features. Users may find 

it easier to remember information encoded as facial 

features than a random or even a sequential ordered 

array of glyphs and affixes. The face can be 

conceptualized a pneumonic device. The viability of 

this approach as a method to promote data 

comprehension and communication is an open 

research question. 

One possible application of the facial design within 

a glyph is to arrange a group of four infixes in the 

shape of a face: nose, mouth and two eyes. The 

mouth glyph even could be curved up or down to 

indicate a smile or a frown respectively to indicate 

something positive or negative in the mouth infix that 

pertains to the main sign. For example, the infix in 

the position on the face where the mouth would occur 

could indicate a data set on friendly or hostile troops 

with a color code to match. Figure 2 depicts infixes 

arranged in a configuration that suggests facial 

features to facilitate information retention and 

recognition of the information encoded in the face-

like arrangement. Figure 2 (b) shows an infix that 

symbolizes a data set on a neutral entity depicted here 

as a rectangular “mouth” with vertical hatch marks. 

In addition to the fine structure in main signs, 

affixes can have their own fine structure. Depending 

on how affixes are defined, they could act as 

“buttons” that trigger queries or that automatically 

display the results of pre-retrieved queries stored in 

the location to which the affix is a pointer. For 

example, by clicking on any infix encoded as a facial 

feature, the user could open a data set that pertains to 

the main sign. The prefix in Figure 2 (c) to the main 

sign (d) indicates the presence of two metadata sets 

color-coded to match the oval eye-shaped infixes 

depicted in the facial glyphs. 

One possible application of fine structure in affixes 

when used as “drill down” to access pedigree 

metadata [1] is for the affix itself indicate on an 

approximate logarithmic scale the amount of 

metadata available. For example, Figure 2 (c) shows 

a rectangular prefix with two metadata sets color 

coded to match the infixes in the main sign. Each 

infix in the main signs (a, b, d and e) of Figure 2 

indicates a data set. The prefix (c) indicates that the 

amount of metadata available to describe the data set 

symbolized by the eye-shaped infix to the reader’s 

left is ten times the size of the metadata set that 

describes the data set symbolized by the eye-shaped 

infix on the reader’s right. 
Another possible use of an affix is to indicate the 

uncertainty associated with the metadata. The user 

could access the metadata sets by clicking on the 

affix to view pointers to the data sets if the sets are 

large, or to view the actual metadata in case of a 

small data set. Figure 2 c displays a possible design 

for affixes to indicate the relative uncertainty (U 8 vs. 

U 5) about pedigree metadata in affixes that pertain to 

the main sign. Color-coding may also be used in 

glyphs and affixes to convey meaning. For example, 

data on known hostile forces may be color coded red, 

as in Figure 2 e, whereas data on forces or a militia 

suspected of being hostile may be color-coded pink, 

as depicted in Fig. 2 d. 

 

5.4 Imagery notation 
 

Symbols based on principles and concepts of Maya 

glyphs could be used to annotate imagery without 

adding much to the size of the image file. Much 

information could be encoded in glyphs used for this 

purpose, thus saving bandwidth. If the image is rich 

in detail, the margin may be the only place to put the 

annotation. The reading order of the glyphs that 

describe the features in the image may be indicated 

using the Maya method of having a face glyph that 

points in the direction of the reading order [4]. 

 
5.5 Tactical situation assessment language 

 

As mentioned in Section 1, a long-term goal of the 

TSAT project is to integrate three areas of research: 

chat, iconic language and wireless gesture-

recognition and transmission data gloves. This could 

lead not only to new and useful results, but it also 

could open new areas of multidisciplinary research as 

well. For example, a two-way integration is already 

in progress with the research into VisChat, which 

concerns the enhancement of chat with visual icons.  

Due to fact that the Mayan scribes did not have 

access to computers for obvious reasons, the Maya 

hieroglyphic language itself necessarily remains a 

visually static language in terms of iconic animation. 

That not withstanding, we can ask the question, “If 

the Maya had the means to animate their glyphs, how 

would they likely use animation to enhance their 

language?” The study of this question will be 

worthwhile if it results in useful insights that translate 

to enhanced applications of modern, emerging, 

computer-based visual languages. 

Research in iconic-language, the data glove and 

tactical chat come together here with a three-way 

integration of icons based on the Maya glyphs, and 

the equivalent representation of certain glyphs in chat 

and in hand gestures from. 

 

5.5.1 SA report header 



 

An “action glyph” can be found among the Maya 

glyphs that signify details of the lunar cycle. In this 

glyph, called “Glyph C,” a flat hand holds one of 

several objects, such as an eye, a head or a skull [5]. 

The flat hand glyph is designated as “T713” in the 

modern system of Maya glyph identifiers. This flat-

hand glyph is a component of “Glyph C,” the eye 

variant of which is depicted in Figure 3 [5]. In Figure 

3, the flat hand is said to be holding an eye, although 

the part that represents the eye is not entirely obvious. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

Figure 3. Maya Glyph C with flat hand (T713) and 

eye [5].  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Figure 4. Proposed military flat-hand SA-report 

header icon candidates based on Glyph C [5] showing 

eye and flat hand, “Ihand,” with the eye as a) superfix 

and b) as an infix. 

 

In a military chat application, a hand depicted in a 

manner very similar to Glyph C could be animated 

and featured in displays where it could reflect and 

reproduce dynamic gestures from the wireless data 

glove. These dynamic gestures would interact with 

the surrounding, possibly static part of an iconic 

display in the same way in which T713 interacts with 

the other elements Glyph C.  

For example, a very important message in tactical 

SA is the initiation of a report transmission on SA. 

The best solution to any problem of this nature will 

be the simplest to remember, initiate and perform; the 

least expensive in terms of resources; the most 

timely, and. the most efficient. An animated dynamic 

gesture based on the Maya Glyph C with eye [5] can 

be used for this SA message header. This gesture can 

be transmitted from a data glove to a computer screen 

where it can appear either as a dynamic animated 

icon, a static icon, or in chat, simply as “ihand.” It 

translates into English as “I (eye) see what’s going on 

and I have a handle on the situation,” or simply  “I 

(eye) hand you a report.” The eye in the hand 

concept has been used for centuries as a symbol of 

knowledge and wisdom. It will be easy to remember 

for this reason. 

Figure 4 depicts two simplified versions of Glyph 

C that could function as SA report headers. The data-

glove transmission would proceed as follows. The 

glove user touches the tip of the thumb to the outer-

most joint of the index finger. This forms an eye-

shaped aperture between the thumb and finger. This 

gesture is followed by another gesture in which the 

hand is made totally flat, similar to the hand depicted 

in the Maya Glyph C. This series of gestures is 

repeated three times to signify the start of a situation 

report. 

The advantages of using this report header are 

many. First, it is simple and easy to remember for 

obvious reasons. Second, it can be done in any 

orientation using either the right or left hand. Only 

one hand is necessary to transmit this “ihand” SA 

header. Soldiers fighting may have to hide to avoid 

detecction in awkward positions and orientations 

where only one hand is accessible for use with the 

data glove. Moreover, if a soldier has an injured hand 

or arm, the other side could be used to send the 

“ihand” SA header gesture. Third, this gesture has the 

following simple computer representations:  

a. Dynamic icons that practically imitate the 

exact hand gesture, 

b. Static icon or glyph showing a flat hand with 

an eye as a superfix or as an infix, 

c. “Ihand” in chat. 

 

5.5.2 Yes and no 

 

Another example is an icon depicting a fist with 

thumb up inspired by Glyph C with jaguar head or 

b 

a 



with female head [5]. This icon with glove gesture to 

match can mean “yes,” “positive,” or “alive” 

depending on the context. An icon meaning the 

opposite can be created based on Glyph C with skull 

[5]. It can represent “no,” “negative,” or “dead.” The 

corresponding hand gesture would be a fist with 

thumb pointing down. The chat counterpart could be 

“+” and “-” respectively, or simply “yes” and “no.” 

This protocol also has all the advantages of “ihand” 

SA header, including the basis for historic usage 

dating back to the Roman gladiators who lived or 

died by these gestures.  
 

6. Directions for future research 
Additional aspects of the structural principles of 

Maya hieroglyphic language can be studied. Future 

research can focus on the identification and test of 

candidate hand gestures that communicate the 

specific knowledge glyphs and their affixes. For 

example, the identification of a set of simple, 

intuitive, and possibly related hand gestures that can 

be translated into glyphs and icons used to enhance 

the COP in C
2
 visual displays is an open research 

question.  

7. Conclusion 
In summary, modern icon design has not borrowed 

sufficiently techniques from natural language.  Maya 

hieroglyph script provides a wealth of efficient 

approaches to glyph design and further analysis of the 

use of icons to encode information in displays and in 

imagery. 
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Figure 1: Typical assignment chart.

ABSTRACT
Discerning relationships among entities in a large iconic chart can
be a challenging task. As an alternative to traditional chart layout
schemes, we introduce an interactive radial query language for sim-
plifying the task of searching for and identifying subtle correlations
among data. Our approach allows the user to select which entities
to show relationships for, thereby decreasing the cognitive overload
associated with static charts. We likewise present a compact visual
representation for comparing the differences between two versions
of a chart. We have also implemented an intuitive gesture-based
interface for creating and removing links between entities, thus en-
abling users to edit data, not just view it. Our preliminary user
trial suggests that users can discover correlations significantly more
quickly and accurately with our method as compared to traditional
chart representations.

Keywords: Project management, resource allocation, situational
awareness, gestural interfaces, visual diffs, social networks.

Index Terms: K.6.1 [Management of Computing and Information
Systems]: Project and People Management—Staffing; I.3.6 [Com-
puter Graphics]: Methodology and Techniques—Interaction tech-
niques

1 INTRODUCTION
Locating specific information in a large iconic chart can be a chal-
lenging task. Traditional charts are both static and accessible [48],
meaning their complete state is visible to the viewer at all times.
Consequently, as a chart grows in size, certain tasks become in-
creasingly complex. For one thing, it is difficult to locate specific
entities within the chart. Also, it is quite time-consuming to deter-
mine relationships among entities in the chart, other than the rela-
tionship for which the chart was constructed.

∗e-mail: draperg@cs.utah.edu
†e-mail: yarden@sci.utah.edu
‡e-mail: rfr@cs.utah.edu

Figure 2: Our proposed visualization.

Consider, for example, the “assignment chart” shown in Fig-
ure 1. This chart depicts the current projects of a hypothetical small
business, along with the names of the employees currently assigned
to each project. While useful in some situations, charts such as this
are not well suited for answering queries like, Which projects is a
particular individual working on? Or, Given two employees, which
projects do they work on together? Such queries are likely to come
up whenever a manager needs to evaluate the state of a project or
to reallocate resources among projects. Although this information
is present on the chart, it is not displayed in an easily accessible
format. The situation is further complicated if the manager wants
to view a dimension of the data that is not visible on the chart; for
example, a list of skill sets required to complete a certain project.
To address these issues, we propose a computer-based visual

query language for data sets typically rendered as static charts (Fig-
ure 2). Icons representing individual entities are placed around the
circumference of a ring, and relationships among multiple entities
are shown when an icon is dragged into the ring’s interior. In this
manner, correlations in the data are displayed on demand, without
the need to manually search for them within a chart.
In contrast to traditional chart rendering techniques, our method

only shows links for entities selected by the user, helping to reduce
visual clutter. However, for each selected entity, every link between
that entity and any others are displayed, thus allowing the user to
discover relationships that are not readily apparent from static di-
agrams. Our visual language also supports the ability to add and
remove links between entities, as well as visually compare two ver-
sions of a data set.
The concepts presented in this paper have applicability to a wide

range of problem domains. For the purposes of our initial proto-
type, however, we have chosen to focus on the specific problem of
helping project managers allocate their resources effectively. We
discuss other possible application domains in Section 5.
Although project managers have many variables to coordinate,

we have chosen to focus on three: the human resources on his or
her team, the projects or tasks assigned to the team, and the skill



sets or proficiencies possessed by the team members, and required
by the projects.
The remainder of the paper is organized as follows. We first

summarize related work in the areas of project management visu-
alization, visual query languages, and radial visualization. We then
present a detailed overview of our visual query language, including
its syntax for both standard queries and difference queries. The next
section mentions some other application domains to which our vi-
sualization could be adapted, suggesting the generality of our tech-
nique. We next describe our prototype software implementation,
with an emphasis on its editing features and level of detail controls.
Finally, we report on the findings of our informal user study, and
conclude by proposing directions for future work.

2 RELATED WORK

Our work arises from the needs of a number of fields, namely,
project management, visual query systems, and radial visualization.
We briefly review some of the related work in each of these areas.

2.1 Project management
During the late 1980s and extending into the 1990s, there was a
surge of interest in software-based tools for project management.
This led to the development of a number of systems [9, 36, 40,
44], with Microsoft Project eventually becoming a de facto stan-
dard [37]. As Microsoft Project aims to be a general purpose sys-
tem, other project management tools also exist as specialized solu-
tions to niche problems [19, 25, 39].
There has also been a great deal of research incorporating aspects

of information visualization into project management. The most
well-known visualizations for project management are the PERT
chart and the Gantt chart. One of the earliest examples of computer-
generated visualizations for project management is the progress di-
agram [33] which displays some of the same information as a Gantt
chart, but resembles a tree structure in appearance.
Szekely et al. [57] use the established visualization technique of

star fields [1] to assist in planning military missions. Wang and
Lillehagen [59] employ a variety of known diagram types (swim
lanes, trees, and others) in their system, but do not introduce any
new visualizations per se. Stamey and Honeycutt [53] apply a quad
chart to the domain of project management. Kontio et al. [30] use a
form of directed acyclic graph (DAG) to visualize risks associated
with projects. The SSD graph [32] is an attempt to visualize both
the structure and the state of a project.
Halin and Hanser [18] present a novel visualization system to

show relationships between resources and tasks. Of all the sys-
tems reviewed herein, this one perhaps is most closely related to
our work. However, we take a somewhat different approach, and
focus, in particular, on interactivity and ease of use.

2.2 Visual query systems
Making data analysis easier has been a subject of research for sev-
eral decades. Cammarano et al. [3] make the observation that most
user interfaces for data analysis take either one of two approaches.
In the first case, the user interface simplifies the formulation of the
query; in the second case, the user interface helps to visualize the
results.
Catarci et al. [5] provide a comprehensive, if slightly dated, sur-

vey of the literature in the first category. Of particular interest is
the problem of querying semistructured or unstructured data, such
as websites or emails. Sinha and Karger [51] propose a system for
aiding in navigation of semistructured data sets by suggesting navi-
gation hints to the user. Trigoni [58] lets the user refine a query over
time by gradually disclosing the underlying data one part at a time.
Goldman and Widom [17] propose a method for exploiting simi-
larities among pages in the same website to perform more effective
queries. Polyviou et al. [46] describe an interface for performing

database queries based on the ubiquitous filesystem browser inter-
face. The VisTrails system [49] makes use of provenance data to
maintain a history of past queries for creating visualizations.
In the second category, there are many systems which offer a

direct-manipulation interface for browsing the results of a query.
Furnas and Rauch [15] as well as Stonebraker [56] present canvas-
based visualizations that support zooming and panning. Xmdv-
Tool [60] facilitates the creation of standard statistical graphs to
display query results. Visage [47] by Roth et al. is a highly interac-
tive direct manipulation system that uses a variety of graphing tech-
niques to communicate results to the user. In addition, Keim [27]
and de Oliveira and Levkowitz [8] present surveys of many database
visualization techniques.
In contrast, the Polaris system [55] incorporates both a novel

query interface mechanism and an integrated visualization. Based
on the well-known metaphor of a pivot table in a spreadsheet, Po-
laris allows users to view correlations in the data with respect to
any attribute in the data set. Our work is similar in that we also pro-
vide a streamlined interface for performing queries and for in situ
visualization of the query results.

2.3 Radial visualization
Our design metaphor is based on the radial layout, a charting tech-
nique whose tradition spans back hundreds of years, and is an in-
creasingly popular metaphor in contemporary information visual-
ization science. Pre-digital examples of radial information layouts
include William Playfair’s 1801 invention of the pie chart [45, 52],
and Florence Nightingale’s rose diagrams [41] for communicating
sanitary conditions in British military hospitals during the Crimean
War. In the mid-twentieth century, Northway used radial diagrams
to track the social behaviors of gradeschool children [43].
Much of the recent work in radial user interfaces traces its lin-

eage to research in graph layout algorithms for computer graph-
ics [21]. These algorithms, in turn, have inspired techniques for
visualizing multivariate data. Many such designs involve position-
ing data points as nodes on the spokes on a wheel [20, 22]. In these
visualizations, the center point of the canvas holds some semantic
meaning, and the distance of each node from the center shows a
relationship relative to it. A recent example of this is the DataRose
from [11].
In contrast, a second variety of radial visualization (called radial

space filling or RSF [54]), the data points are typically arranged in
compact concentric rings [29] or in a spiral [2, 4], and rendered so
as to form a circle. Each ring contains a different category of data.
Examples include polar treemaps [24], fan charts [10], and Radial
Traffic Analyzer [28].
Another general category of radial visualization arranges the

data points around the circumference of a ring, while reserving the
interior of the ring for other data. Correlations among data points
are often rendered as lines between nodes on the circumference and
nodes in the interior. Examples include Daisy [7], NetMap [16],
and VisAlert [34].

3 VISUALIZATION CONCEPTS
In our visualization metaphor, all available entities (projects, re-
sources, and their related skill sets) are arranged in a ring. This
egalitarian approach places all variables on equal footing; none re-
ceives greater emphasis than the others until it is selected by the
user. From a user interface perspective, this visualization has the
advantage that each entity is located within close proximity to its
neighbors [13], rather than being distributed over a large area as in
traditional charts.

3.1 Interactive relationship discovery
The mode of interaction is perhaps best communicated by ex-
ample. We present a scenario of how a project manager



Figure 3: Relations between a project and a required skill.

Figure 4: Relations between a skill, the projects requiring it, and the
resources possessing it.

might use our visual query language to handle a typical task.
For a more visual example, we refer the reader to a demo
video (in QuickTime format) which may be downloaded here:
http://www.cs.utah.edu/∼draperg/research/ .
Suppose that Jane, a team manager, receives a request for her

team to take on a new project. The procedure described below out-
lines the steps that Jane might take in choosing which resources to
allocate to this project, using our visualization.

Step 1 Jane selects the proposed project and brings it into the inte-
rior of the ring to discern its staffing requirements. Jane sees
that this project requires a C++ programmer (Figure 3).

Step 2 Next, by introducing the skill labeled “C++ Programmer”
into the ring’s interior, Jane recalls that there are three peo-
ple on her team who have this skill: Alice, Bob, and Carol
(Figure 4).

Step 3 Jane decides to look further into Bob’s profile. Placing Bob
into the ring, she sees which projects he is currently involved

Figure 5: Relations between a resource, the skills it possesses, and
its assigned projects.

with: Web Deployment, Server Farm, and GUI Updates (Fig-
ure 5).

By examining the current commitments of Bob and others, Jane
can make an informed decision regarding whether to accept this
new project, and how best to distribute the workload among her
team members.
In addition to the basic interaction metaphor outlined above, our

visualization’s core strength is in allowing the user to uncover com-
plex relationships within the data, beyond what can be effectively
displayed in traditional charts. When multiple icons are placed in
the interior of the ring, all known relations between these entities
and the other entities are made visible. Whenever two or more ar-
rows converge on the same point on the circumference (Figures 2
and 14), that is a clear visual indicator that these entities have a
relationship in common.
For example, if two people consistently work on the same set of

projects together, that might signal to their manager a need for them
to collaborate more with others. Likewise, when multiple skills are
placed inside the ring at the same time, the user can immediately
see the distribution of skills among the team, and whether there
are enough resources to fill the requirements of the team’s assigned
projects. Or, if multiple projects are selected, the relationships of
skills and people to projects become visible. In each of these ex-
amples, there is admittedly some overlap on the information being
presented. The key is the flexibility of our approach — the user is
free to select the method that best lends itself to the question he or
she is trying to answer.

3.2 Space-saving visualization
One advantage of our method is its conservative use of space. In
a standard assignment chart, every time an entity participates in a
relationship, a separate instance of that entity must be included in
the chart — thus linearly increasing its overall size. In our visual-
ization, the size of the ring is constant, and each entity is shown at
most twice: once along the circumference, and once inside the ring
if that entity is currently selected by the user.
For example, consider the chart shown earlier in Figure 1. For

each project to which Betty is assigned, a separate icon for Betty
must be added to the chart. Contrast this with the visualization in
Figure 2: Betty’s multiple assignments are still clearly indicated;
however, Betty’s name appears only once in the ring’s interior. Per-
haps more importantly, the overall “footprint” of the visualization



Figure 6: Control level of detail by removing unwanted entities from
the ring.

does not change, regardless of how many relationships are shown.

3.3 Scalability and level of detail
One known weakness of our current approach is that the visualiza-
tion does not scale well as the number of nodes exceeds about 50 or
60. This is due to the constraint of fitting all nodes within the lim-
ited space around the ring’s circumference. This is an issue shared
by most radial visualization systems in general. Nonetheless, we
offer two suggestions for ameliorating the scalability problem in
our visual language.
First, any icons that are not of current interest to the user may be

dragged outside of the ring (Figure 6). This not only reduces crowd-
ing around the circumference of the ring, but reduces the number
of relations that are displayed for icons inside the ring, because
no lines are drawn for nodes that are not currently on the circum-
ference. Whenever the user wishes to include this entity again, its
icon can be dragged back onto the circumference of the ring. In this
manner, the amount of detail displayed about any resource, project,
or skill is configurable on the fly — allowing the user to view as
much or as little information about a given entity as desired.
A second way to address the visualization’s scalability is through

aggregating similar entities. For example, if a team contains people
with skills in several different programming languages, all these
skills could be aggregated into one composite skill, labeled “pro-
gramming” (Figure 7(a)). At the user’s option, this skill could be
expanded to reveal the individual skills (Figure 7(b)). Similarly,
individual resources could be aggregated into teams of resources,
and projects could be grouped according to categories of related
projects. Furthermore, these aggregate entities may be combined
into still more generalized entities until a desired level of abstrac-
tion has been achieved. In this manner, scalability is not so much
limited by the size of the circle, but by the level of detail the user
wishes to see [42].
In practical usage, a manager over a team of engineers would

likely want to see his or her resources, projects, and skills at the
lowest level of granularity. A middle-tier manager or executive, on
the other hand, might prefer a broader, less detailed overview of
what the organization as a whole is doing.
Our prototype system, described in Section 6, currently supports

the first of these two proposed techniques. The second is an area
for future work.

4 DIFFERENCE VISUALIZATION
Once one succeeds at visualizing a single data set, a logical next
step is to visualize the differences between two data sets. By far,
the most common domain for difference-finding is in text docu-
ments. A de facto tool for file comparison is diff, which has been
included in the Unix operating system since 1974.

(a) A composite skill. (b) Detailed view of skills.

Figure 7: Composite and expanded entities.

However, diff’s output, which uses ‘>’ and ‘<’ symbols to sig-
nal differences between files, is not obvious for beginning users.
Current versions of diff optionally support more intuitive sym-
bols, such as ‘+’ and ‘-’, to denote insertions and deletions within
the text.
Although the algorithmic problem of isolating differences be-

tween two text files is essentially solved, comparatively little work
has been done on the problem of finding differences in other kinds
of data, e.g. graphs and charts, although there are important excep-
tions [12, 14, 31, 49].
We propose two complementary visualizations for comparing

different versions of a chart. The first is based on a traditional chart-
based representation, while the second uses an interactive radial ap-
proach, similar to the one presented above.

4.1 Chart Visualization
Our visual diff metaphor is based on the observation that between
any two versions of a chart, a link between two nodes can either be:

• present in both charts,

• present in the first chart and absent in the second chart, or

• absent in the first chart and present in the second chart.

Our visualization is inspired by modern implementations of
diff that use the ‘+’ and ‘-’ characters to signal changes in the
data. A link that is present in the first chart, but absent in the second
chart is shown by drawing a ‘-’ in the icon adjacent to the link. A
link that is absent in the first chart, but present in the second chart,
is similarly depicted by a corresponding ‘+’. Figure 8 shows an ex-
ample of our representation. This visualization is significantly more
compact than simply putting the two versions of the chart side by
side.



Figure 8: The leftmost chart represents Version 1 of a chart; the middle chart is Version 2. The chart on the right is a “Visual Diff” of the two
versions.

Figure 9: Interactive radial representation of a “Visual Diff” chart.

4.2 Radial Visualization
Our second representation for finding differences is an interactive
visual language based on the radial query metaphor introduced in
Section 3. As before, icons representing the resources, tasks, and
skills are arranged in a ring. Icons shown in yellow highlight are
those that are new to the second version of the chart. Icons shown
in a muted gray color are those that appeared in the first version of
the chart, but were absent from the second. When the user drags
the node’s icon into the ring’s interior, links are rendered as lines
between the interior node and one or more nodes on the circumfer-
ence of the ring. Now, however, the line style indicates the status
of a link. An old link, that is, a link that existed in the first chart
but not the second chart, is rendered as a sequence of ‘-’ symbols.
A new link, one that is unique to the second chart, is rendered as a
line of ‘+’ signs. Predictably, a link that exists in both versions of a
chart is rendered as a solid line (Figure 9).

5 “ONE-TO-MANY” CHARTS
Although we have focused thus far on the application domain of
assignment charts, project management is not the only setting in
which charts like this may be used. An assignment chart is simply
a specific instance of a more general class of charts which we call
“one-to-many” charts. In an assignment chart, for example, each
(one) project is linked to all the (many) people who are assigned to
it.

Figure 10: Graph showing skill distribution among team members

Figure 11: “Inverted” assignment chart

Figure 12: Graph of ingredients in household chemicals



Figure 13: Graph of individuals’ culinary preferences

Figure 14: Screenshot of the prototype system, Manager’s Dart-
board.

Although assignment charts are a common type of one-to-many
chart, they are certainly not the only kind. Consider a “skill chart”,
showing which skills are possessed by individuals within an orga-
nization (Figure 10). Or an “inverted assignment chart” might show
the tasks to which a resource is assigned, as opposed to which re-
sources are assigned to a task (Figure 11). Stepping away from
our “project management” motif, one could imagine a chart that
displays the names of atomic elements alongside which household
chemicals they are found in (Figure 12), or a chart that shows which
people enjoy certain types of food (Figure 13).
As the above examples show, this class of chart has a variety of

applications. The interactive visual language presented in this paper
could be easily adapted to any one of these domains.

6 MANAGER’S DARTBOARD
As a proof of concept of the visualization methodology presented
herein, we have implemented a prototype software system called
Manager’s Dartboard (Figure 14).
In order to free the user from the burden of frequently referring

to another part of the interface (or to another program entirely) for
supplementary information, we have tried to make the icons as in-
formative as possible without making our interface overly busy.
One purpose for doing this is to allow the user to maintain focus

Figure 15: Project icons.

on the visualization task, rather than having to perform a time-
consuming (and potentially distracting) “context switch” to find the
information elsewhere.
As such, Manager’s Dartboard supports multiple levels of in-

quiry:

1. The icons themselves provide basic information about a par-
ticular entity at first glance.

2. More detailed information is available via a tooltip if the user
hovers the cursor over the icon.

3. The menu system provides access to dialog boxes allowing
the user to view and edit all of an entity’s attributes.

We feel that this details on demand approach [50] strikes a fair bal-
ance between the opposing ideals of maintaining a clean user in-
terface, and providing detailed information on specific entities as
required by the user.

6.1 Project Visualization
In our system, each project possesses a unique 4-tuple of attributes:
name, end date, percent complete, and priority. We designed the
project icon so that each of these attributes is immediately visible
without further inspection.
First and most simply, the name of the project is printed next to

the icon. Also, the expected end date for each project is displayed
prominently in the icon’s interior. Furthermore, the icons are po-
sitioned around the ring counterclockwise, sorted in order of the
project’s end date. In addition, the icon also shows the progress of
the project in terms of percent complete. The percentage is shown
textually in bold type, and graphically as a curved progress bar.
Finally, the priority of a project is suggested by the icon’s radial
magnitude (i.e. its “length”) relative to the other project icons (Fig-
ure 15), with higher priority projects occupying more space than
the others.
In this manner, the user can quickly scan the list of projects to

see which projects are due first, their relative priority, and how far
they are from completion. This helps the project manager readily
discern which projects may be in need of further attention.

6.2 Resource Visualization
The resource icons are designed to let the user quickly see both
how many projects a resource is assigned to, and — perhaps more
significantly — what proportion of the resource’s time is allocated
to each project. A resource’s assigned projects are represented as
a band of colored sectors along the radial exterior of the resource
icon. We call this band the project previewer because it provides the
user a hint of how busy each resource is, without needing to drag



Figure 16: Hovering the cursor over an icon reveals additional details.

Figure 17: The size of the “project previewer” shows the comparative
capacity of resources.

the resource icon into the ring’s interior. The color of each sector in
the project previewer corresponds to the color of the corresponding
project icon elsewhere on the ring’s circumference. Furthermore,
the relative size of a sector as compared to its neighbors is a visual
indicator of how much of the resource’s time is devoted to the given
project. To reduce the amount of visual clutter in the display, we do
not print the names of the projects alongside the project previewer;
however, this information is available via a tooltip when the user
hovers the cursor over the project previewer (Figure 16).
Even on a highly talented team, no two resources are likely to

have the same levels of experience or competency, even though
there may be overlap in their skill sets [26, 35]. For this reason,
our system allows resources to be assigned a “capacity” percentage
to reflect their level of ability relative to other resources. Visually,
this is reflected by the length of the project previewer relative to the
resource’s icon. For example, if Ted is a newer employee, his ca-
pacity might be 75% of Jeff’s, who has more experience. Thus, his
project previewer only takes up three-fourths the length of his re-
source icon, whereas Jeff’s runs the full measure (Figure 17). Note
that this does not prevent Ted from being assigned as many projects
as Jeff or anyone else; however, the smaller size of his project pre-
viewer serves as a visual reminder to managers that he has propor-
tionally less capacity to offer to his projects than do perhaps his
counterparts.

6.3 In-place editing
In keeping with our goal of giving the user maximum flexibility, we
have also implemented a series of gestural interfaces to allow the
user to edit relationships among entities directly within the display.
The user may assign resources to projects, indicate skill require-
ments for projects, associate resources with their respective skills,
as well as unassign or dissociate any of the above relationships. The
gesture for associating two entities is accomplished by the familiar

(a) Drag an icon atop another
icon to associate them.

(b) The relation is created.

Figure 18: Interface for creating relations.

(a) The “cutting” gesture. (b) The relation is broken.

Figure 19: Interface for removing relations.

drag and drop metaphor.
This gesture is illustrated in Figure 18. Figure 18(a) shows the

user dragging the icon for a resource, Jeff, atop the icon for project
Server Farm. Alternatively, the icon representing the project could
have been dragged atop the icon representing the resource. When
the link is created, the dragged icon disappears and an arrow is ren-
dered between the icon inside the circle and the icon on the cir-
cumference, as shown in Figure 18(b). The color of Jeff’s project
previewer likewise changes to show that Jeff, who was not assigned
to any projects, is now associated full-time with the Server Farm
project.
The gestures for associating projects and resources with skills

are analogous — simply drag and drop the icons representing the
desired entities atop each other, and the system creates the underly-
ing association.

6.3.1 Sketch-based Interface
Motivated by the interface of [23], the gesture for removing a rela-
tion between two entities consists of drawing a straight line which
intersects the arrow connecting two entities. For example, in Fig-
ure 19(a), the user draws a line bisecting the arrow connecting the
icons for resource Jeff and project Server Farm. In Figure 19(b),
notice how the color of the resource’s project previewer changes to
reflect the fact that Jeff is no longer assigned to any projects.
To reduce the chance of error, our system requires that the input

gesture for removing an association between entities be an approx-
imately straight line rather than a curved one. We do this by com-
paring the total length of the ink strokewith the distance between its
endpoints. A gesture is considered straight if and only if it satisfies
the conditions in Equation 1 below.

Let ρ1..n be the vertices of the gesture as inputted by the
user.
Let δ (i, j) be the Euclidean distance between vertices ρi
and ρ j.



Figure 20: A project whose assigned resources match its skill re-
quirements.

Let τ be the threshold above which the line is considered
straight.

δ (1,n)
n−1
∑
i=1

δ (i, i+1)
≥ τ (1)

In our experience, setting τ = 0.8 is sufficient for determining the
straightness of a line.

6.4 Directed Relations
Our system renders connections between icons as arrows instead
of undirected line segments. This was a conscious design choice,
intended to make explicit the nature of the relationship between en-
tities. Specifically, arrows are drawn from resources to projects to
show that resources work on projects, rather than the inverse. We
render arrows from projects to skills to show a dependency rela-
tionship: projects require skills. Arrows are drawn from resources
to skills to show that resources possess skills. These design deci-
sions are somewhat subjective; other valid mappings could likewise
be employed. However, for consistency of presentation, we have
adhered to these guidelines for our prototype implementation.
For convenience, we draw a double-headed arrow between a

project and a skill whenever a resource possessing a certain skill
is allocated to a project requiring that skill (Figure 20).
In our system, we have opted to draw arrows only between an

icon on the circumference of the ring and another icon inside the
interior of the ring. We do not draw arrows between two icons that
both lie on the circumference of the ring. Contrast this to the ap-
proach used by [7] and [16]. Similarly, we do not draw arrows from
one icon in the interior of the ring to another icon also in the inte-
rior of the ring. These decisions were made in order to reduce the
amount of “noise” in our visualization, and in light of the fact that
no additional information is conveyed by displaying an individual
relation more than once.

6.5 Whiteboard
In addition to the “Dartboard” interface which demonstrates the
concepts of our research, our software prototype also includes an
alternate “Whiteboard” user interface, based on the familiar notion
of an assignment chart. The user can switch between the two views
by selecting their respective tabs. Both the Whiteboard and the
Dartboard views operate on the same data, albeit via a different
user interface. When a change to the data is made in either view,
that change is automatically reflected in the other.
Whiteboard is little more than a computerized version of an as-

signment chart that one might find on a typical manager’s white-
board (Figure 21). It allows the user to associate projects and re-
sources by dragging and dropping icons onto a blank panel. Placing
an icon near another icon associates the two; similar behavior can

Figure 21: Alternate “Whiteboard” interface

be found in commercial diagram-drawing software like Microsoft
Visio [38].
Its convenience of use notwithstanding, Whiteboard was never

intended to be especially innovative. Indeed, we implemented
Whiteboard solely as a benchmark against which to compare Dart-
board, which is the actual focus of our work. For simplicity, the
Whiteboard is missing some features that are supported by the Dart-
board interface; most noticeably, the ability to manipulate skill at-
tributes.

6.6 Implementation Notes
Our prototype is written in Java. We use the Swing API for the
traditional user interface elements (such as the menu system and
dialog boxes) and Java2D for the graphics.
Having successfully tested Manager’s Dartboard on Linux, So-

laris, and Windows platforms, we believe it should run equally well
on any platform for which a Java 1.6-compliant virtual machine ex-
ists.

7 USER EVALUATION
To gauge the effectiveness of our visual language, we conducted
an informal preliminary user trial consisting of 22 participants, pri-
marily graduate students in computer science. Our goal was to com-
pare the speed and accuracy with which users are able to identify
relationship information from both a traditional assignment chart
and our visualization. Our participants all performed the test using
the same computer, a 2.5GHz Pentium4 PC with 500MB of mem-
ory, running Red Hat Linux 9. The screen resolution was set to
1600x1150 pixels.
The trial was in two parts. During Part 1, we showed an as-

signment chart to the participants, and asked them seven questions
based on the chart. The chart was on-screen during the question-
answering period so that the participants could refer to it as needed.
For Part 2, we introduced them to the Manager’s Dartboard sys-
tem and gave them time to familiarize themselves with its inter-
face. We then presented the participants seven additional questions
similar to those in Part 1, letting them use our software to explore
the data. Manager’s Dartboard displayed all the same resources,
projects, and skills as in the assignment chart from Part 1, although
we did scramble the project and skill assignments to prevent partic-
ipants from parroting back the same answers as in Part 1.
The questions consisted of a combination of simple and com-

pound queries, namely:

1. Which projects is Cindy working on?

2. Which projects are both Jeff and Daniel working on?



3. Who is assigned to the greatest number of projects?

4. Which people are assigned to work on exactly three projects?

5. Which one person is assigned to all of these projects: GUI
Updates, Web Page Update, Workshop?

6. Which people always work together on the same projects?

7. What skills does Alice have?

Although we initially hypothesized that our visualization’s chief
advantage would be speed, not accuracy, we were pleasantly sur-
prised to find that the participants not only answered the questions
13% faster on average using Manager’s Dartboard, but that they
also made an average of 80% fewer mistakes. We interpret this as a
sign that our method for visual correlation offers a strategic advan-
tage over traditional charts — especially when applied to mission-
critical application domains where misinterpretations of data may
be costly.
Subjective feedback from users was likewise positive. Upon

completing the questions, the majority of participants commented
on how much easier Manager’s Dartboard was to use than a static
chart, especially for determining working relationships among the
resources, projects, and skills. While the informal nature of our
study makes it difficult to draw definitive conclusions, we are
nonetheless encouraged by these preliminary results, and we would
like to validate them with additional user studies in the future.

8 FURTHER WORK

In our prototype’s current state of development, all projects have
deadlines. However, some tasks, termed workflows by Craven and
Mahling [6], are ongoing, repetitive assignments and do not have
specified end dates. Examples of workflows could be maintenance,
technical support, or committee assignments. We would like to im-
plement support for workflows in the future.
We also plan to expand the ways in which entities can be related

to one another. Currently, only entities of different types may be
associated together: projects with resources, resources with skills,
etc. Additional semantic information could be conveyed by asso-
ciating entities of the same type. For example, affiliating one re-
source to another could perhaps express a mentor/trainee relation-
ship, whereas linking one project to another project may designate
a chronological or dependency relationship.
Furthermore, we intend to incorporate additional gesture-based

commands into the user interface. For example, the proportion of a
resource’s time that is spent on a given project is currently editable
via the menu system and dialog boxes. In the ideal situation, this
attribute could be edited by direct manipulation within the visual-
ization canvas.

9 CONCLUSION
In this paper, we have presented a novel method for visualizing
and editing resource allocation data in the domain of project man-
agement. Our current prototype supports three types of entities;
namely projects, resources, and skills; however, our visualization
concept is general enough to accommodate many more.
The main contributions of this paper are:

• a highly interactive canvas for querying multivariate data,

• a gesture-based interface for adding and removing links be-
tween nodes, and

• two complementary visual schemes for comparing the differ-
ences between two versions of a data set.

Our visual language aims to be a general-purpose strategy for
discovering relationships among disparate entities in a wide vari-
ety of data sets. Users report that this interface is satisfying to
use; furthermore we have found that complex relationships within a
set of data can be identified more quickly and accurately using our
method than with standard charting techniques.
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Abstract 
 
Hand gesture based interfaces are a proliferating area 
for immersive and augmented reality systems due to the 
rich interaction provided by this type of modality. Even 
though proper design of such interfaces requires accurate 
recognition, usability, ergonomic design and comfort. In 
most of the interfaces being developed the primary focus 
is on accurate gesture recognition.  
 Formally, an optimal hand gesture vocabulary (GV), 
can be defined as a set of gesture-command associations, 
such that the time ! to perform a task is minimized over 
all possible hand gestures in our ontology. In this work, 
we consider three different cost functions as proxies to 
task completion time: intuitiveness Z1(GV), comfort 
Z2(GV) and recognition accuracy Z3(GV). Hence, we can 
establish that Max(Zi)(GV): i=1,2,3) over all GV’s is our 
multiobjective problem (MOP).  
      Because finding the solutions to the MOP requires a 
large amount of computation time, an analytical 
methodology is proposed in which the MOP is converted 
to a dual priority objective problem where recognition 
accuracy is considered of prime importance, and the 
human performance objectives are secondary.  
     This work, as opposed to previous research done by 
the authors, is focused on two aspects: First,a modified 
cost function for an enhanced simulated annealing 
approach is explained and implementation issues are 
discussed. Second, a comparative study is performed 
between hand gesture vocabularies obtained using the 
methodology suggested, and vocabularies hand picked  
by individuals.. The superiority of our method is 
demonstrated in the context of a robotic vehicle control 
task using hand gestures.  
 
1. Introduction 
 

The majority of human machine interfaces for 
everyday device control aims for affordable prices while 

mimicking realistic natural interactions. This type of 
interface can be activated by voice, face, hand and body 
posture recognition algorithms. Most of them are 
designed to achieve a high recognition performance while 
allowing the user to interact with the systems similar to 
interactions with another human. Human-robot interaction 
was exploited in [1] in the context of ambient intelligence 
(intelligence algorithms involving measurement, 
transmission, modeling, and control of environmental 
information) for human detection and gesture recognition. 
Hand detection and pose recognition was achieved in [2] 
through an infra-red time-of-flight range camera. The 
author’s interface system was able to recognize 7 DoFs of 
a human hand with a 2-3 Hz frame rate. In [3] a method 
for recognizing hand gestures using depth image data 
acquired from active vision hardware was suggested. The 
authors are able to recognize different static poses while 
tracking the hand in real time. The authors were 
motivated by the development of an interface to control 
home appliances.  A notable work in home appliance 
control was done in [4]. The authors  propose an 
universal remote control system based merely on hand 
gestures. In this system, the user first selects the device to 
be controlled by pointing it with his hand. Then, the user 
operates it through 10 predefined basic hand motions. 
Marcel [5] developed a system that combined face 
tracking with hand gestures recognition based on face 
location and body anthropometry. This system was 
capable of recognizing a five gesture vocabulary in 
uniform and cluttered environments, however no 
applications were suggested for such an interface. 
Dynamic gesture recognition to drive mobile phone 
applications was developed by [6] based on 
accelerometers attached to the mobile phone. The authors 
present a proof of concept of their system through a 
“navigate and select” application, such as Google Earth. 
Wireless communication is also used by [7] for voice and 
real-time continuous sign language recognition. The 
authors implemented their system in a post-wearable PC 
in the domain of ubiquitous computing applications 



which allowed the users to freely move with their 
portable terminal while naturally interacting with the 
embedded-ubiquitous environment. A hybrid system 
capable of using information from faces and voices to 
recognize people’s emotions was developed in the 
PHYSTA project [8]. In [9] a system was developed 
capable to incrementally learn to recognize affective 
states from body postures for human-robot interaction.  

Two types of hand gesture interfaces have been 
distinguished in human-machine interaction according to 
their objective: the first is designed to cope with the 
challenge of hand gesture recognition with a high 
accuracy and speed, and the other is focused on the 
ergonomic aspects of the hand gesture vocabulary design. 
In all the research presented above enormous efforts were 
invested in achieving the first objective, (technical 
focused), but the second objective was not addressed. 
Understanding the user’s physiologic and cognitive needs 
is one of the key tasks associated with an efficient and 
natural hand gesture based interface. To tackle that task, 
machine vision and analysis techniques have to be 
developed, while, at the same time, psychological and 
linguistic analyses of hand gestures must be considered. 
An example of the second type of hand gesture interfaces 
can be found in [10], where intuitive hand gestures are 
selected in a fashion that allows the user to act more 
naturally since no cognitive effort is required in mapping 
function keys to robotic hand actions. This system, like 
others, is based in navigation control. The author’s 
selection of gestures can be criticized since their 
interpretation of an intuitive gesture-command 
association may not suit others’ cognitive perception of 
intuitiveness. This issue was addressed in [11] where it 
was found that people consistently used the same gestures 
for specific commands. In particular they found that 
people are also very proficient at learning new arbitrary 
gestures. In [12] it was found that test subjects used very 
similar gestures for the same operations. All these may 
indicate that there may be intuitive, common principles in 
gesture communication. A notable work discussing an 
ergonomic based approach for hand gestures design is 
presented in [13], where the comfort associated with 
specific gestures when they are performed rapidly and 
repeatedly is considered. The authors conclude that 
designers of gesture languages for computer input should 
minimize the use of those hand gestures associated with 
upper extremity discomfort. Also in [14] a similar 
conclusion is achieved. The authors used a biomechanics 
based objective function to reflect comfort in the 
framework of a hand gesture based interface. 

Previously, in [15] and [16] we have shown a 
methodology for the design of a gesture vocabulary that is 
both intuitive and comfortable on the one hand, and can 
be recognized with high accuracy, on the other. A two-
step procedure for solving the gesture vocabulary design 

problem was introduced. This procedure was formulated 
as a multiobjective optimization problem (MOP). The 
first step is to decide on a task-dependent set of 
commands to be included in the vocabulary such as; 
“move left”, “increase speed”, etc. The second step is to 
decide how to express the command in gesture form i.e., 
what physical expression to use, such as waving the hand 
left to right or making a "V" sign with the first two 
fingers. The association (matching) of each command to a 
gesture expression is defined here as a “gesture 
vocabulary” (GV). In this paper, the gesture-command 
matching algorithm based on simulated annealing is 
discussed for the first time, and new experiments 
comparing “human hand picked” vocabularies with 
automated hand gesture vocabulary design are presented.  

In the next section the GV design problem is defined. 
This is followed in section 3 by a description of the main 
methodology; comprised of hand gesture factor 
determination, gesture subset selection, command-gesture 
matching, and selection of pareto optimal multiobjective 
solutions. In section 4, the extended simulated annealing 
approach to solve the optimal gesture-command 
association is presented. Section 5 compared our 
automated approach with human selected GVs. Section 5 
provides conclusions. 
 
2. Problem Statement 
 
A suitable definition of a hand gesture vocabulary (GV) is 
the set of gesture-command pairs that minimizes the time 
! required for a user/s to perform a task/s. The number of 
commands is fixed, and determined by the given task. 
The set of gestures Gn is obtained from a large set of 
postures; a  “master-set” of gestures, denoted by Gm. 
Three performance measures are used as proxies for the 
task completion time !. intuitiveness Z1(GV), comfort 
Z2(GV) and recognition accuracy Z3(GV). The first two 
measures are related to ergonomic side, while the last is 
strictly related to the technological aspect.  

The problem is to find a GV that maximizes the 
proxies, achieving a minimal performance time, over all 
feasible gesture vocabularies, ". This multi-objective 
problem (MOP) is complex given that the performance 
time is not a well-behaved function on the proxies 
manifolds.  Moreover, there exist conflicting solutions 
where all the objectives cannot be maximized 
simultaneously. This can be overcome by allowing the 
decision maker to select the best GV according to his own 
preferences. 
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Let us define Z1, the intuitiveness, of the GV as the 
naturalness of expressing a given command with a 
gesture. We recognize two types of intuitiveness: direct 
and complementary.   

Let p be defined as an assignment function where 
p(i)=j indicates that the command i is assigned to gesture 
j. Consequently, the direct intuitiveness, ai,p(i) is expressed 
by the strength of the association between command i and 
its matched gesture p(i). Following the same concept, 
complementary intuitiveness, ai,p(i),j,p(j) is the level of 
association expressed by the matching of complementary 
gesture pairs (p(i), p(j)) to complementary command pairs 
(i,j). The total intuitiveness is shown in (2). 
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Let us define Z2 as the Stress/Comfort needed to 

perform a gesture. Obviously, there are gestures that are 
easier to perform than others. Total stress is a scalar value 
equal to the sum of the individual stress values to hold the 
postures, and to perform transitions between them, 
weighted by duration and frequency of use. 
Thus skl is the physical difficulty of a transition between 
gestures k and l. The duration to reconfigure the hand 
between gestures k and l is represented by dkl. The 
symbol fij stands for the frequency of transition between 
commands i and j. The value K is a constant and is used 
to convert stress into its inverse measure comfort. 
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Accuracy is a measure of how well a set of gestures can 
be recognized. To obtain an estimate of gesture accuracy, 
it is necessary to train a gesture recognition system on a 
set of sample gestures for each gesture in Gn. The number 
of gestures classified correctly and misclassified is 
denoted as Tg and Te, respectively. The gesture 
recognition accuracy is denoted by (4).  
 

' () *100TTT)GV(Z geg3 &$  (4) 
 
3. Main Methodology 
 

One approach to solve (1) is find the performance 
measures over the set of all feasible GVs (complete 
enumeration). This approach is untenable, for even 
reasonable size vocabularies, thus, a dual priority 
objective optimization, (where recognition accuracy is 
considered of prime importance, and the human 
performance objectives are secondary) is proposed as a 
more tractable approach. Lets combine the intuitive and 

comfort objectives into one objective Z  using weights w1 
w2, and let Amin, be the minimum acceptable accuracy. 
Then we obtain:   
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The architecture of the solution methodology is 

comprised of four modules (Fig. 1). In Module 1 human 
psycho-physiological input factors are determined. In 
Module 2 gesture subsets, satisfying (6) are determined; 
Module 3 constitutes a command - gesture matching 
procedure. Finally, the set of Pareto optimal solutions is 
found in Module 4. 
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Figure 1. Architecture of optimal hand gesture 

vocabulary solution procedure 
 

 
3.1. Module 1: Hand Gesture Factor 
Determination 
 

The input parameters to the Module 1is the task set T, 
a large gesture master set Gz and the set of commands C. 
The procedure to obtain the intuitiveness V, comfort U, 
and gesture Gm, matrices is explained in [14]. For each 
task ti , a set C of ci commands are defined, as the union 
of all the task commands. Given the sequence of 
commands needed to complete a task the command 
transition matrix (F) is computed. The fij entries in F, 
represent the frequency that a command cj is evoked 
given that the last command was ci.  

Since the set of all possible gestures is infinite, we 
established a set of plausible gesture configurations based 
on an articulated model including finger positions 
(extended, spread), palm orientations (up, down 



sideways), and wrist rotations (left, middle, right) as the 
primitives, see Figure 2. Moreover, the gesture set is 
further reduced by considering the normalized popularity 
of gesture among the users. This final set is called the 
Gesture Master Set (Gm). 
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Figure 2. Articulated hand gesture model 
 
Once the gesture set is reduced, the intuitiveness 

matrix I can be obtained. The entries of this matrix aik 
represent the naturalness of using gesture i for command 
k. In the same fashion, the complementary intuitive 
matrix (I’) is attained, where the entry aijkl express the 
naturalness of matching up a pair of complementary 
commands (i, j) with a pair of complementary gestures 
(k,l). Denote V=[I, I’] as the set of matrices including 
both the direct and complementary matrices. 
The fatigue (or comfort) indices are arranged in a matrix 
(S) where the element sij represents the physical difficulty 
of performing a transition from gesture i to gesture j. An 
entry uijkl in the comfort matrix (U) is defined as K-fij x skl 
where the last term represents the frequency of transition 
between commands i to j times the stress of a command 
transition k to l given that i and j are paired with gestures 
k and l, respectively.  
 
3.2. Module 2: Gesture Subset Selection 
 

The inputs of Module 2 are the reduced master set of 
gestures Gm, and a recognition algorithm to determine A. 
An iterative search procedure to find a set of gesture 
subsets {Gn} is used in this module, to satisfy a given 
accuracy (6). The subset search procedure is based on the 
properties of the confusion matrix of the multi gesture 
recognition algorithm, and is called: Confusion Matrix 
Derived Solution Method (CMD) [14].  

The CMD method consists of three steps: (i) train the 
recognition algorithm for the gestures in Gm , and let Cm  
be the resulting confusion matrix. The confusion matrix is 
obtained directly from the partition result of the training 
set using a supervised FCM optimization procedure, [17], 
(ii) find a submatrix Cn from Cm such that the recognition 
accuracy is highest, equal or below Amin (6), and (iii) 
repeat (ii) until a given number of solutions are found. 

The CMD algorithm obtains N solutions (or all the 
solutions with associated accuracy above a given 
minimum allowed Amin if less than |N|). Each iteration of 
the CMD algorithm generates a new solution by 
excluding each time a different gesture, from the subset of 
gestures of the current solution, and adding a new gesture 
from the master set. The number of solutions |N|, is 
determined by the number of GV’s that we want to 
consider based on the three measures Z1, Z2 and Z3. This 
is usually specified by the decision maker. 
 
3.3. Module 3: Command-Gesture Matching 
 

The inputs to the third module are the intuitiveness V 
and comfort U matrices, the command set C, and the 
subset of gestures Gn. The purpose of this module is to 
match the set of gestures Gn to the set of commands, C, 
such that the human measures are maximized. The 
resulting gesture-command assignment constitutes a 
gesture vocabulary, GV. 

Given a single set of gestures Gn"N found from 
module 2, the gesture-command matching can be 
represented as a quadratic integer assignment problem 
(QAP) [8] and is formulated in (7)-(10). 
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Let xij be the binary assignment variable. xij is equal to 
1 if command i is assigned to gesture j, and zero 
otherwise. Equation ( 8) constraints each command to be 
matched with exactly one gesture. Equation ( 9) constrains 
each gesture to be matched with exactly one command. 
An enhanced simulated annealing is adopted to solve the 
QAP and it will be described in Section 4. 

For each subset Gn found on Module 2, the QAP is 
solved by varying the weights such that w1+w2=10. This 
results in a set of GV solutions corresponding to each Gn 
in N. 



3.4 Module 4: Pareto Optimal Multiobjective 
Solution 

Each of the N solutions (gesture subsets Gn) from 
Module 2, can result in M derived solutions. Each 
combination of the weights, for a given  Gn, results in a 
new solution GV. 
Thus a total of NxM candidate GV’s solutions are 
expected. Each of these solutions may be represented as a 
point in 3D space, (Z1,Z2,Z3). The total set of 
multiobjective candidate solutions is then {Z1(GV), 
Z2(GV), Z3(GV): GV={1,…, NxM}.  
A set of Pareto solutions exists for this 3D manifold 
surface. A Pareto solution is one that is not dominated by 
any other solution. That is, a Pareto solution is one in 
which one cannot increase one performance measure 
without decreasing at least one of the others. The Pareto 
solutions offer a reduced set of candidate solutions from 
which a decision maker can select the GV that meets 
his/her internal preferences. 
 
4. Solving the QAP by annealing 
 

A simulated annealing scheme is used to solve the 
QAP since it provides improved solutions for several of 
the largest combinatorial problems available in literature 
and requires low computational effort [18]. The core idea 
of this approach is defining a “smart” strategy to find 
certain uphill steps to avoid convergence in local minima. 
This means: (a) move from the current solution to a 
neighboring one efficiently, (b) compute the change in the 
objective function, (c) if the objective function is 
improved by the step accept it, otherwise (d) accept the 
step with a probability  P(accept)= e-#/kT.  

Where # is the perturbed solution, T is a value 
representing the absolute temperature (in the analogy 
used to simulate energy levels in cooling solids) and k is 
Boltzmann’s constant. 

 
4.1. Annealing formulation for the QAP 

 
The objective solution presented in [16] is given by: 
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Where Bik is the cost of assigning facility i to location 
k and the cost by the double assignment of i to k and j to l 
is represented by Cijkl. This value can also be seen as the 
flow Fij between facilities i and j times the distance Dkl 
between locations k and l. 

For notation simplicity we will denote any feasible 
solution by a permutation p of the integers from 1 to n 
where p(i) represents the chosen location for facility i. 

 Simulated annealing (SA) starts the searching process 
from a random permutation of the facilities. A 
neighborhood move is achieved by exchanging the pair of 
facilities i and j and evaluating the relative change in the 
objective function using the formula: 
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The moves that improve the objective function (11) (i.e. 
#$0) are accepted while uphill steps (#%0) are accepted 
with a probability P(accept)= e-#/T by drawing a random 
number x from a uniform distribution [0,1] and accepting 
the exchange if x$ e-#/T. In our scheme, we try to 
maximize our cost function given by (7). In this context, a 
neighborhood move consists of exchanging two 
commands i and j and the relative change in the objective 
function. The marginal change # is obtained by the 
contribution obtained by the exchange of the pair of 
gestures, minus the value associated to the current 
matching. When other command-gesture associations are 
affected by the exchange, the marginal change must be 
calculated for each of the remaining associations with 
respect to each of the pair exchanged. 

Let #I, #S, #IC denote the particular contribution of the 
exchange of commands on the intuitiveness, the stress 
and the complementary intuitiveness respectively.  

Let hi be the scaling factor for each the intuitiveness, 
the stress and the complementary intuitiveness. 

Let kj be the weights assigned by the decision maker 
reflecting the importance of each term. 

Let &(i,j) be a function that is equal to one if the 
commands i,j are complementary, otherwise zero. 
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Hence the relative change is evaluated as #=#I+#S+#IC.  
In our application we used h1= h3=1 and h2=0.001. 
 

4.2. Neighborhood structure 
 
The next potential solution for our particular 

neighborhood structure is chosen based on a pseudo-
random method, such that the pair exchange follows the 
sequence: 

(1,2),(1,3),……,(1,n),(2,3),…,(n-1,n), 
(1,2)…… 
 
The exchange is accepted according to the result of  # 

as described in Section 8.1. The probability of exchange 
is regulated by the temperature, which in turn drops after 
each attempted pair exchange. The temperature changes 
between initial and final values T0 and Tf, respectively, 
according to (19): 
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  The cooling scheme is controlled by specifying a 

number of steps M using (20). 
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Four trials were performed in the gesture-command 

matching problem where M was 6,000.  
T0 and Tf can be obtained using (19) by finding the 

maximum and minimum positive values of # when 
running the neighborhood search for 1000 iterations. 
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The optimal temperature is the one that corresponds to 

the exchange of gestures that yields the maximum in (7). 
To avoid being trapped in a local maximum when 
consecutive marginal changes # are rejected, we proceed 
in the following manner: 

 
a) Accept the next negative contribution #. 
b) Set the optimal temperature to the current one. 
c) Cooling is stopped ('=0). 
 
This procedure was implemented for the optimal 

command-gesture matching problem, and we found that 
all the results obtained for 15 problems of a robotic arm 
example were global optima. Moreover, this approach 
was originally applied by [16] using the contribution # as 
expressed in (15) and they reported solutions within 1% 
of the best known solutions for n=50 and 100. 

 

 
 
5. Experiments and Results 
 

A robotic vehicle control task using hand gestures is 
used to test the procedure explained in the previous 
chapters.  

 
5.1. The Pareto Set of Solutions 

 
Eight ‘navigational’ (directional) commands to control 

the direction of movement of the robot were chosen. 
From a master set of 22 postures, sets of 8 gestures are 
extracted and matched to the 8 commands (see Fig 3). 
The commands used were: start, finish, left, right, 
forward, backward, fast and slow. 

 

 
 
Figure 3. Gesture master set and command set for the 
robotic vehicle task 
 

The algorithm generated eight solutions, where the 
minimal acceptable accuracy was set to 96.25 percent. 
Each of these solutions produced a set of 11 GV 
candidates. (a total of 88 GV’s from eight different 
subsets of gestures Gn, and 11 weight combinations). The 
plots in Fig. 4 show the intuitiveness versus comfort trade 
offs for each Gn and its associated accuracy A(Gn). 
Associated GV solutions are connected together, forming 
a curve for a given Gn. This family of curves is shown in 
a space orthogonal to the recognition accuracy coordinate 
(Figure 4). From this set of solutions a Pareto set of 8 
GV’s was obtained.  
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Figure 5. Pareto front GV solutions 
 

5.2. Human Vs Computer Hand GV selection 
 

In this section we aim to determine whether the 
automated methodology is better than a “hand-picked” 
method according to ergonomic and technical parameters. 
This issue was addressed through two small experiments 
in the context of a robotic arm “pick & place” task.    

In the experiment used to obtain the natural association 
between commands and gestures the user was presented 
with a sequence of commands required to perform the 
“pick and place” task. The user manipulated a hand model 
until it was configured to represent the desired gesture, 
matching the displayed command. One by one all the 
commands were presented and their respective gesture 
matched according to the user desires.  Once this data was 
collected for 35 users, two experiments were conducted.  

In the first one, we investigated whether the automated 
system could find better associations than those provided 
by subjective experiments. Given a GV selected by a 

user, is it possible to find better gesture-command 
associations? 

 We used the results of the intuitiveness experiment to 
extract eight GV’s from eight different users out of a set 
of 35 users. We selected those users that selected gestures 
that belonged to the reduced gesture set. We supplied 
each Gn1 to the automated system and obtained new 
gesture-command associations. The results are compiled 
in Table 1.  

 
Table 1. Human Vs Computer Hand GV selection 

 
GV Accuracy (Z3)

Human Comp. Human Comp.
1 3625 3625 2960 2960 95.30%
2 3661 3807 24 3296 87.50%
3 3617 3617 2706 2706 97.10%
4 3621 3626 2854 2851 99.00%
5 3569 3569 3488 3488 91.80%
6 3628 3631 2697 2973 93.70%
7 3615 3615 2524 2524 90.90%
8 3683 3815 552 3334 91.50%

Intuiteveness (Z2)Comfort (Z1)

 
 

The “Comfort” and “Intuitiveness” measures of eight 
GVs were obtained using a subjective test (Human) and 
the automated method (Comp). There is only one column 
for the Accuracy measure since both comparisons were 
based on the same subset of gestures, and the recognition 
accuracy is only a function of the gestures used, and not 
of their associations. 

In all the GVs compared, the automated method 
performed better (GV2, GV6 and GV8) (see Figure 1) or 
equal (GV1, GV3, GV5 and GV7). There was only one 
case (GV4) where the GV selected by the user was more 
intuitive than the one selected by the automated approach; 
however this GV was lower in comfort.   
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Figure 6. Three dominating solutions GV2, GV6 and 
GV8. 

 
The GV’s generated automatically differed from the 

human selected ones by at least three gesture-command 
matchings (GV 6) and at most eight gesture-command 
matchings (GV 2). 

In the second experiment, we compared eight GVs 
obtained from the Pareto front, from the generated 
solutions by our methodology, to the same eight GVs 
created by eight users tested in the previous experiment. 

The results are summarized in Table 2(a) and (b). 
 
 

Table 2. Solutions found on the Pareto frontier 
 

GV Comfort Intuiteveness Accuracy
Z1 Z2 Z3

1' 3546 3389 99.38%
2' 3549 3383 99.38%
3' 3548 3380 96.25%
4' 3552 3376 99.06%
5' 3541 3157 99.69%
6' 3556 3151 97.50%
7' 3539 3142 99.38%
8' 3801 3020 99.69%  

 
Note that all the solutions found through the 

automated procedure are superior to those suggested by 
the user in two measures out of three (at least): Accuracy 
and Intuitiveness; except for two solutions GV3’ and 
GV6’, which were significantly less intuitive.  The eight 
solutions are presented in Figure 5. 
Both examples presented in this chapter show that hand 
gesture vocabularies obtained by the automated system 
have higher or equal ergonomic and technical measures 
than those proposed by the user in most cases.   
 
6. Conclusions 
 
Proper design of hand gesture-based human-machine 
interfaces requires accurate recognition, ergonomic 
design and comfort. Unfortunately, in most interfaces 
developed, efforts are focused primarily in accurate 
recognition of the gestures, which is a technical 
consideration only.  In this work, we considered three 
different cost functions as proxies to task completion 

time: intuitiveness Z1(GV), comfort Z2(GV) and 
recognition accuracy Z3(GV). We established that the set 
of optimal hand gesture vocabularies can be accurately 
formulated as a maximization of the individual measures 
(Z1,Z2 and Z3) in a multiobjective problem fashion. The 
solutions are obtained by the Pareto points and the final 
solutions are chosen by the decision maker according to 
his preferences over the three objectives. 
      Associating a subset of gestures with commands  was 
presented as a binary integer quadratic assignment 
problem which was solved by simulated annealing.   The 
first contribution of this work is to present the modified 
cost function for the enhanced simulated annealing. The 
second contribution was a comparative study between 
hand gestures vocabularies obtained using the 
methodology suggested, and vocabularies obtained by 
user hand selections.  
Two experiments were carried out to show the superiority 
of our method. In the first one we showed that the 
automated system can find better or equal associations 
than those provided from subjective experiments (using 
the same subset of gestures). In the second experiment, 
we compared the previous eight GVs selected by the user 
to those obtained through the Pareto front, from the 
generated solutions by our methodology. All the solutions 
found through the automated procedure were superior to 
those suggested by the user in two measures out of three 
(at least).  These results indicate, in a quantitative fashion, 
the importance of considering technical and ergonomic 
aspects for a successful development and design of hand 
gesture interface systems. 
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Abstract 
SignWriting is one of the world’s scripts, ISO 
15924 Sgnw, recognized by the ISO on October 
10, 2006: 
 
ISO Codes for Recognized Scripts 
http://unicode.org/iso15924/iso15924-codes.html 
 
The SignWriting Spatial Alphabet is a daily 
writing system for any sign language in the 
world. It is used by thousands of people 
worldwide, in some 40 countries. It can be 
written by hand as a daily script, or typed by 
computer, making it possible to publish books 
and web sites in written sign languages. 
 
1. Introduction 
 
Sign Languages are becoming written languages 
because of SignWriting. 
 
Software can be accessed freely. Thousands of 
people create their own SignWriting dictionaries 
and long documents written in the handshapes, 
movements and facial expressions of their native 
sign languages, directly on the web: 
 
SignPuddle Software Online 
http://www.SignBank.org/signpuddle 
 
The SignWriting Central Web Site provides 
online SignWriting Literature, Lessons in 
SignWriting, and an Archive of PDF documents 
and videos, all free for download: 
 
SignWriting Central Web Site 
http://www.SignWriting.org 
 
First invented by Valerie Sutton, an American, in 
1974, while living and working in Denmark, 
SignWriting was first used, in those early years, 
to write Danish Sign Language. Returning to her 
native US, Ms. Sutton founded the Center for 
Sutton Movement Writing in 1974, a 501c3 non-
profit educational organization, now located in 
La Jolla, California: 

 
Center for Sutton Movement Writing 
http://www.MovementWriting.org 
 
Lucinda O’Grady Batch, a Deaf native American 
Sign Language user, together with Valerie 
Sutton, founded the Deaf Action Committee for 
SignWriting in 1988, to encourage input from 
Deaf people who are writing their native sign 
languages for the first time in history. 
SignWriting is a successful writing system 
because of the influence and use by skilled 
signers. It is evolving naturally as more and 
more people write, and as Deaf children learn it 
in schools. 
 
2. Purpose & Background 
 
SignWriting is an alphabet for writing body 
movement, and was not developed for linguistic 
research, although linguistic research labs do use 
SignWriting to study how signers write their 
language. 
 
History of SignWriting 
www.signwriting.org/library/history/index.html 
 
SignWriting was not developed with a prior 
knowledge of any one sign language, but was 
instead developed as a writing tool for writing 
how the body looks while signing. The system 
includes symbols for writing handshapes, 
movements, facial expressions, head movement, 
full-body movement, spatial relationships and 
punctuation. It can be used to write foreign sign 
languages, as well as sign languages that are well 
known. Signers can learn SignWriting symbols, 
and write any sign they know or see. 
 
Sometimes SignWriting is compared to other 
linguistic notation systems for recording certain 
aspects of signed languages, for example the 
Stokoe system in 1969, and the HamNoSys 
system in 1988, but Sutton SignWriting was 
developed for a different purpose, and therefore 
should not be compared to linguistic notation 



systems. The purpose of SignWriting is to create 
a daily writing system for Deaf and hearing 
signers, who use Sign Language as their primary 
language, and to preserve the native sign 
languages around the world.  Linguistic-
notation-systems, such as Stokoe or HamNoSys, 
were not developed as a daily writing system. A 
comparison is on the web: 
 
SignWriting Linguistics Forum 
http://www.signwriting.org/forums/linguistics/ 
 
SignWriting is written by hand, or by computer, 
by signers as young as age five, or any age. It is 
used in Deaf Education to teach Deaf students to 
read and write, in Nicaragua, Germany, the USA, 
Canada, Belgium, Spain and other countries. 
 
SignWriting is also used to preserve the world's 
sign languages, which are rich and visual 
languages with sophisticated grammars. Now for 
the first time, the beauty and deep meanings of 
Deaf author's poetry can be recorded on paper, 
and preserved for readers in the next generation. 
 
Who Uses SignWriting? 
http://www.SignWriting.org/about/who 
 
SignWriting began by writing facial expressions 
as well as body movement. Facial Expressions 
are a part of the grammar of sign languages. 
Without a way to write facial expressions, one 
cannot write Sign Language Literature. 
SignWriting also records other important 
grammar details, such as spatial comparisons 
with three lanes, and the details of torso and full-
body movement. So this is the first time in 
history that it is possible to write true Sign 
Language Literature. A full 140 page novel, 
written in the movements and facial expressions 
of Spanish Sign Language (Madrid, Spain), for 
example, would not have been possible without 
writing facial expressions and body movement. 
All 21 Chapters of the Gospel According to John 
have now been written in American Sign 
Language. Large documents written in several 
sign languages are being published in 2008: 
 
SignWriting Library 
http://www.SignWriting.org/library 
 
SignWriting Literature Project 
http://www.SignWriting.org/literature 
 
American Sign Language Literature Puddle 
signbank.org/signpuddle/index.html#sgn-US 

3. Brief History 
 
SignWriting stems from Sutton Movement 
Writing, a complete movement notation system 
for recording all body movement: 
 
Sutton Movement Writing 
http://www.MovementWriting.org 
 
There are five sections to Sutton Movement 
Writing:  
 
DanceWriting 
http://www.DanceWriting.org 
 
SignWriting 
http://www.SignWriting.org 
 
MimeWriting 
www.MovementWriting.org/animation/mime 
 
SportsWriting 
http://www.MovementWriting.org/sports 
 
Gesture Analysis 
http://www.MovementWriting.org/science 
 
 
Sutton DanceWriting was the first section of the 
system to be developed in the early 1970’s, 
while Valerie Sutton was training with teachers 
of the Royal Danish Ballet in Copenhagen. 
Sutton developed a way to write dances on 
paper, preserving the Royal Danish Ballet’s 
historic Bournonville ballet training system. 
 
While Sutton was teaching the Royal Danish 
Ballet to read and write dance movement in 
1974, a sign language researcher at the 
University of Copenhagen asked Sutton to record 
the movements of hearing and deaf people’s 
gestures from a videotape, for a research project. 
Sutton became intrigued with the beautiful rich 
sophisticated grammar of Danish Sign Language, 
and became determined to develop a way to 
write any sign language in the world, as a daily 
writing system. This was the beginning of 
SignWriting. Upon returning to her native 
country, the United States, Sutton contacted Deaf 
people and began to work with Deaf people daily 
to develop a written form that is truly useful. It is 
because of this collaboration with Deaf native 
signers, that SignWriting is used today. 
 
SignWriting is 34 years old in 2008. It was 
written by hand from 1974 to 1984. From 1981 



to 1984, the SignWriter Newspaper, the first 
newspaper in history written in American Sign 
Language (ASL) and some articles in Danish 
Sign Language (DTS) was published four times 
a year, with articles written by Deaf native 
signers in the US and Denmark. It was published 
without any computer to help with the 
preparation of the 20 page newspaper. Each page 
was painstakingly written by hand with ink pens. 
It took three months to prepare one issue! 
Publication of the SignWriter Newspaper was 
halted in 1984 to focus time on developed 
SignWriting software to publish by computer: 
 
History of the SignWriter Newspaper 
ww.signwriting.org/library/history/hist005.html 
 
The Deaf Action Committee for SignWriting 
(the DAC) was founded by Lucinda O'Grady 
Batch with Valerie Sutton in 1988. Deaf people, 
native to ASL, came together to write their 
language, and had, and still have, an important 
influence on the writing system. Today's Deaf 
DAC members include Lucinda O’Grady Batch, 
Adam Frost, Stuart Thiessen, Philippe Gallant, 
Kevin Clark and Darline & Dave Gunsauls: 
 
The DAC 
http://www.SignWriting.org/deaf 
 
Videos of Deaf people discussing issues that 
surround SignWriting are on Google: 
 
SignWriting Videos of Deaf Opinions 
http://www.SignWriting.org/video 
 
In 1986, Richard Gleaves developed the first 
software for SignWriting: a sign language 
processing program called SignWriter //e and //c, 
for the Apple //e and //c. It later became 
SignWriter DOS in MS-DOS and SignWriter 
Java. The source code for these old programs are 
on the web and freely available for download: 
 
SignWriting Software Downloads 
http://www.SignWriting.org/downloads 
 
SignWriter DOS 
www.SignWriting.org/forums/software/sw44 
 
SignWriter Java 
www.signwriting.org/forums/software/sw50/ 
 
SignWriter Tiger 
http://www.signwriter.org 

4. SignWriting Projects in 2008 
 
2004-present  
SignPuddle Software Development 
http://www.signbank.org/signpuddle 
 
SignPuddle Software is the world standard for 
creating dictionaries and documents in 
SignWriting. Documents are written in “vertical 
columns with lanes”, directly on the web. The 
freedom of posting documents on the fly, in 
Wikipedia-like fashion, has resulted in the 
spreading of SignWriting all over the world.  
 
Thousands of people from some 40 countries use 
SignPuddle Online on a regular basis for their 
students and signing communities. SignPuddle 
Software is the creative genius of software 
designer Steve Slevinski, who collaborated with 
Valerie Sutton, starting in 2004. The Slevinski-
Sutton collaboration is ongoing. 
 
SignPuddle 2.0 will be released August 2008, 
which will include Sutton’s International 
SignWriting Alphabet (ISWA 2008), and the 
new SignWriting MediaWiki Plugin, which will 
be used on the Wikipedia site in the future. The 
SignWriting Image Server (SWIS) will make it 
possible for programmers to place SignWriting 
on their own web sites. The source code for the 
software, and the complete ISWA symbols, can 
be downloaded on SourceForge, under the GPL 
and OFL licenses.  
 
Later in this paper, we will describe how we 
write signs and documents using SignPuddle 
Software. 
 
 
 
2006-present 
SignWriting Literature Project 
http://www.SignWriting.org/literature 
 
The SignWriting Literature Project employs 
skilled Deaf and hearing signers to write the 
world’s literature in SignWriting. The initial 
funding for the project came from the Claire 
Giannini Fund. Current books being written are: 
The Gospel According to John in ASL (21 
chapters); Sleeping Beauty, Cinderella, Snow 
White, Cat in the Hat by Dr. Suess, ASL 
Grammar Lessons in ASL, an ASL Dictionary 
and an ASL Encyclopedia & Wikipedia. 
 



2002-present  
SignBank Database Software Development 
http://www.signbank.org/signbank.html 
 
SignBank Software is database software for 
SignWriting, programmed in FileMaker Pro by 
Todd Duell. SignBank includes: SymbolBank, 
for finding and learning symbols in SignWriting, 
the SignBank Editor and Portal, for searching, 
sorting and printing dictionaries sorted by Sign-
Symbol-Sequence, and DocumentMaker, a tool 
for publishing books in SignWriting. 
 
1999-present 
SignWriting Literacy Project 
http://www.SignWriting.org/forums/teachers 
 
The SignWriting Literacy Project began in 1999, 
by developing four “SignWriting Learning 
Levels” for teaching children. These four 
Learning Levels were published in ASL 
storybooks. The books were then donated to 
teachers in the Albuquerque Public Schools. Dr. 
Cecilia Flood, at the University of New Mexico, 
wrote her dissertation on the experience of 
teaching Deaf children using SignWriting there. 
Teachers at the Hodgin Elementary School 
documented positive experiences. Children 
gained pride in learning both ASL and English 
because now there was a way to write both 
languages. Other schools requested the same 
materials and joined the SignWriting Literacy 
Project. Teachers can apply online to receive free 
donations of SignWriting books and software. 
 
1997-present 
SignWriting Internet List 
http://www.SignWriting.org/forums/swlist 
 
The SignWriting List is an active internet list of 
SignWriting users with members around the 
world. Discussions include technical support on 
writing signs and symbols, how to use 
SignWriting software, and techniques in teaching 
Deaf children. Researchers also join the List to 
share their research. The SignWriting List 
Archives provide historic records of SignWriting 
events, and are open for searching on the web. 
 
5. Dissertations on SignWriting 
 
2002-2007 
Dissertation, Jordan University, Ahman 
by Dr. Mohammed Mahmod Abushaira 
http://www.signwriting.org/arabia 

Two research studies using SignWriting in Deaf 
education in the Middle East: 
1. Research Study, Jordan 2007, Jordan 
University, Al-Amal School for the Deaf  
2. Research Study, Saudi Arabia 2002 
Alqasseem-Boraydah Deaf Children  
 
Signing Deaf children at the Al-Amal School for 
the Deaf, in Jordan in 2006-2007, and in the 
Alqasseem-Boraydah Deaf Children Institute in 
Saudi Arabia in 2002, were placed in two 
control groups. One group learned science 
without a written form for their signed language, 
and the other group studied science with the aid 
of written signs in SignWriting. The group that 
used SignWriting had improved test scores by a 
wide margin in both studies. Dr. Abushaira is 
now Assistant Professor, Special Education, 
King Saud University, Riyadh, Saudi Arabia, 
and is writing portions of the Koran in Saudi 
Arabian Sign Language in SignWriting. 
 
 
December, 2002 
Dissertation, University of New Mexico 
by Dr. Cecilia Flood  
 
"How Do Deaf and Hard of Hearing Students 
Experience  Learning to Write Using 
SignWriting, A Way To Read and Write Signs?" 
 
Research study conducted for several years with 
Deaf children in three Elementary Schools in 
Albuquerque, New Mexico. Deaf children used 
the four Learning Levels of SignWriting in a 
series of children’s books developed by Valerie 
Sutton and the SignWriting Literacy Project. 
Five classrooms of Deaf children participated, 
and several teachers learned SignWriting well. 
Dr. Flood videotaped the children learning and 
using SignWriting and determined that the 
children who used SignWriting had a sense of 
pride in their own language, increased self-
esteem and improved communication skills in 
both written sign language and written spoken 
language. Download 300 Page Dissertation 
http://www.signwriting.org/archive/docs5/sw047
6-CeciliaFlood-Dissertation2002.pdf 
 
 
Other studies on SignWriting have been 
conducted in Nicaragua, Denmark, Ireland, 
Belgium, Switzerland, Germany, and the US. A 
2008 research project is being conducted at a 
school for the Deaf in Quebec, Canada. 



6. Writing Documents in the Visual 
Symbols of SignWriting in SignPuddle  
 

 
 
Adam Frost’s American Sign Language video 
"Why SignWriting?" is a document written in 
SignWriting (see pages 6-11 below). It can be 
viewed on the web signed on video, with the 
written ASL transcript directly beside the video.  
 
Go to: 
Why SignWriting? 
 
http://www.signbank.org/SignPuddle1.5/searchw
ord.php?ui=1&sgn=5&sid=352&search=why+si
gnwriting&type=any 
 
When you go to the above link, you are viewing 
the document in SignPuddle Software. Adam 
wrote the transcript in the visual symbols of 
SignWriting directly on the web, right where you 
are viewing it.  
 
SignPuddle software is free for anyone to use. 
With an internet connection, you can start 
writing signs and documents in SignWriting: 
 
1. Download Firefox 
 http://www.mozilla.org 
 
SignPuddle works best in Firefox, since it was 
designed for Firefox. Other browsers work too. 
 
 
2. Open Firefox. Then go to: 
 
SignPuddle Online 
http://www.signbank.org/signpuddle 
 
 
3. Click on the the American Flag, to access the 
American Sign Language Dictionary, Literature 
and Encyclopedia Puddles. 

4.  To learn how to use SignPuddle Software: 
 
View SignPuddle Video Instruction 
http://www.signbank.org/signpuddle/help/ 
 
or… 
 
Join the SignWriting List to ask questions: 
 
SignWriting List 
http://majordomo.valenciacc.edu/ 
mailman/listinfo/sw-l 
 
 
There are many ways to learn SignWriting 
online: 
 
Lessons in SignWriting 
http://www.SignWrting.org/lessons 
 
or contact us anytime! 
 
Valerie Sutton 
Sutton@SignWriting.org 
 
Adam Frost 
Frost@SignWriting.org 
 
 
1. SignWriting 
Read & Write Sign Languages 
http://www.SignWriting.org 
 
2. SignPuddle 
Create SignWriting Documents Online 
http://www.SignBank.org/signpuddle 
 
3. SignBank 
SignWriting Desktop Databases 
http://www.SignBank.org 
 
4. SignWriting List 
Technical Support: Ask questions to the List  
http://www.SignWriting.org/forums/swlist 
 
5. SignWriting Literature Project 
Writing Literature in Sign Languages 
http://www.SignWriting.org/literature 
 
Deaf Action Committee For SignWriting 
Center For Sutton Movement Writing 
an educational nonprofit organization 
P.O. Box 517, La Jolla, CA, 92038, USA 
tel 858-456-0098   fax 858-456-0020 
Skype Names: valeriesutton, icemandeaf 
D-Link Videophone:  66.27.57.178 



Video Transcript in SignWriting: 
Hello. My name is Adam Frost. I have 
been deaf since birth. I use sign 
language everyday of my life. I have 
learned English. 

 
 
 
 
 

         

It is my second language. My 
greatest frustration growing up 
was trying to take my thoughts, 
which were in sign, and having to 
write them in English. 
 
 
 
 

         



I never liked that feeling of 
frustration. Later when I found 
SignWriting, which is a system 
based on handshapes and … 
 
 
 
 
 

         

movements, not based on any 
sound what so ever, I found that I 
was able to express my ideas in 
sign freely without constraint on 
paper.  
 
 
 
 

         



I didn't have to struggle with 
translating my thoughts into 
English just so that I could write 
them on paper. So, some people 
think that… 
 
 
 
 

         

sign language is a universal 
language, but that is not true. I 
use American Sign Language, 
which is only used across the 
United States and Canada. 
 
 
 
 

         



Other countries such as France, 
Germany, Italy, Japan, China, 
Korea, and Australia… 
 
 
 
 
 
 

    

all use their own sign language. 
In fact, American Sign Language 
and British Sign Language are 
nothing alike. In all actuality, ASL 
historically comes from the sign 
language of France.  
 
 
 

   



Now, because SignWriting is 
based on movements, that means 
that any of these sign languages 
can be written which… 
 
 
 
 
 

   

I like better. Now, I am really glad 
that I can write directly from my 
native language. And if there 
comes a time when what I have 
written needs to be translated 
 
 
 
 

 



into English, then it can easily be 
done so. The task of writing can 
be solely focused on without 
having to think about how to 
translate something 
 
 
 
 

 

because that disconnects the 
thought patterns. 
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Abstract---Transferring human motion and likeness to a robot is a formidable task. 
One way to achieve this is to model the muscular-skeletal states/configurations of 
the human body. This information can then be transferred to a robot having those 
approximate states. In this presentation, we focus on just hand motions. Specifically, 
we are interested in the muscular-skeletal configuration of the fingers. We translate 
these finger data into states reflecting the muscular-skeletal configuration of finger 
placement. Within the range of bodily motion, these states are unique; thus, 
allowing them (states) to be transferred and further processed without loss of the 
muscular-skeletal-configuration information. To validate this property, we input the 
states into a rendering tool to graphically see how well the transferred states 
replicate the actual configuration. 
 
Since our technique/procedure is tractable, the whole human body may be coded in 
a similar manner. Conceptually, the transferred states can be used to mirror the 
human body via a robot---which can move with human likeness. 
 
Keywords: body motion kinesthetic tracking, non-optical non-triangulation data 
methods, motion sensors, canonical variables, group and joint angles. 
 

I. INTRODUCTION 
 

In kinesthetic analysis pertaining to (computer) animation, sports training, or 
muscle injury diagnosis, tracking motion or body parts is the intermediate problem. This 
is further broken into two associated problems: forward (direct) and inverse (indirect) 
kinematics. The forward problem is “given the joint angles, compute the spatial 
configuration”; and the inverse problem “given the spatial configuration, compute the 
joint angles”. Yamasaki et al [3] used video cameras and Polhemus sensors to track the 
spatial movements of the body. With similar apparatus, Badler’s team [1] demonstrated 
joint angle extraction from kinesthetic data. Operated in a well defined confine, their 
kinesthetic data systems combined optics and field intensity triangulation as typically 
used by workers in the field. 
 

The joint angles are often computed from under-constrained system of equations. 
Conventionally, the workers in the field use a minimizing algorithm as in [1]. This 
inherently involves iteration, rendering the procedure slow and costly. 
 



In addition, the optical and triangulation techniques typically provide the spatial 
configuration data. See for example [1,2]. As mentioned, these data techniques fall in the 
second class of problems. Optical detection can hide motion. If the system can not see, it 
cannot provide mathematical kinesthetic correspondence between the representation and 
the subject. Manipulation can be difficult if not impossible. The limited correspondence 
cannot provide information on the actual 3D motion. The ideal data system should allow 
direct linkage (in a natural manner) to the actual motion. Either an effective method for 
going from the motion kinematics to joint angles is required or a new approach based on 
the direct problem is required. 
 

In this paper, we suggest a new approach of getting the joint angles directly using 
geometrical concepts. We are interested in representations independent of spatial 
confinement; in particular, joint-angle representation using non-optical and spatially 
unconfined data. We demonstrate the link between the joint angles and the motion data. 
After a brief discussion of the technique, we show a typical conversion; then follow with 
a simple application. 
 

II. CONCEPTS 
 

In the above studies, when viewed as spatial configurations, the human body has 
many redundant degrees of freedom. Motion kinesthetic involves many variables, but 
many of which are interrelated. In classical mechanics, we know that these variables are 
functions of the canonical variables [4]. Since canonical variables reflect the degree of 
freedom in the system and since human motion in general is limited, there must be a 
finite or enumerable set of canonical variables. 
 

To represent the state kinematics of a subject in a tractable manner, it is most 
effective to describe it using its natural references. These are mutually exclusive or 
independent references intimately tied to the familiar eigenfunctions and eigenbasis. (See 
any text on orthogonal function theory and abstract algebra.) For a human subject, these 
eigenfunctions (or eigen-states or eigen-configurations) are the joint angles. This is a 
concept used implicitly by workers in the kinesthetic domain. According to [1], any pose 
is represented by a set of joint angles. These joint angles are suggestive of the canonical 
variables. 
 

In the following paragraphs, we estimate the angular displacement between two 
sensor readings. In the next section, we apply this to estimate the group joint angle 
between the index finger and the palm. We assume that the acceleration of the sensor is 
relatively small compared to the static gravitational field reading. If a subject is wired 
with many sensors, we assume uniform magnetic and gravitational fields about it. Thus, 
the assumption that all the sensors experience the same fields holds. 
 

We denote the field readings by ! "AH
!!

, . Before we begin, we also define the 
directions: down, magnetic north, and east. These directions form an orthogonal set in 



3D. They are estimated as follows. We first normalize the gravitational reading to form 
the down direction. Next we estimate the magnetic north direction with 
 

! " AHAHt
ˆˆ ##$

!!
     (1) 

 
The east direction is obtained by crossing the two previous directions. If we wanted to 
know the relative angle between two sensors, we compute the inner product of their 
orientations. For example, if we like to compare the face of one sensor to that of another, 
we simply take the inner product 
 

%cosˆˆ 21 $& nn       (2) 
 
where the faces are represented by 1n̂ and 2n̂ ; and the angular displacement between the 
faces is% . In like manner, we can potentially wire a subject with a series of sensors and 
inquire the angular displacement of the faces of the sensors. If we place the sensors at the 
joints, these angles may represent the muscular-skeletal configuration of the body. 
 

III. RESULTS 
 

To verify the concept, we attached two motion sensors on the hand, one on the 
index finger above the finger nail and one on the palm as depicted in Figure 1. The idea is 
to translate the signals from the motion sensors to a group joint angle measure between 
the index finger tip and the palm. In Figure 2 below, we show the raw data from the 
sensors as well as the resulting group joint angle in Figure 3. The raw data are acquired 
over a time period of approximately s20  at sm100  intervals. The kinesthetic 
correspond to the index finger starting from the pointing posture then curling into a hook, 
then back to a pointing posture. At all times the major joint on the index finger is 
extended (so not to form a fist). 
 

 
Figure 1. Sensor placement on back of hand. 

 
Note that the correspondence between the actual motion and that of the raw data 

is not apparent. But after the real-time translation to the relative group joint angle 
between the index finger and the palm, the correspondence becomes apparent. At the 



start, the pointing posture has a relative group joint angle of approximately zero degree 
(as indicated in Figure 3). On reaching the hook posture, the relative angle approaches 
180 degree. Then on returning to the pointing posture, the relative angle goes back to 
zero.  
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Figure 2. Raw sensor data sampled at Hzfs 10$ . 
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Figure 3. Computed group joint angle between index finger and palm. 

 
Next, we demonstrate this result in an air-mouse application. The idea is emulate 

a standard mouse by mapping the relative joint angle of the index finger to electrical 
signals as produced by a standard USB mouse. 
 



 
 

IV. CONCLUSIONS 
 

In this presentation, we briefly described the notion of non-optical non-confined 
tracking. As a simple feasibility test, we computed the group joint angle between the 
index finger and the palm; and demonstrated its use in an air-mouse. The relative ease 
and usefulness of the results suggest that our techniques can be applied to many common 
products, such as keyboards, cell phones, remote controls, etc. This does not, however, 
imply that our approach is flawless. More work is needed to fine-tune our non-optical 
non-confined metrology techniques to the kinesthetic problem. 
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